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Report

During the course of this project, our group has accomplished the
following "firsts": (1) The first scanning tunneling microscopy (STM) images
of the InSb, InAs, and InP (110) surfaces. (2) The first STM images of
Hgy .Cd,Te surfaces. (3) The first STM images of a diluted magnetic
semiconductor, Cd_lanxTe. (4) The first demonstration that horribly convolved
tips mechanically still give very good STM images. (5) The first nano-
machining of Au, Hg %C Te, and Cdl anTe surfaces. (5) Formation, without
physical contact, o% 9A dots at room temperature on the InSb (110) surface and
formation of more than one dot in a 1line (pixels) on that surface. (6)
Observation of filling in, by diffusion and other mechanisms, of indentations
made on the surface by an STM tip on HgCdTe and CdMnTe. (7) Scribing of
adjacent parallel lines on the HgCdTe and CdMnTe surfaces. (8) Identification
of a new c¢(4x6) reconstruction on some InSb (110) surfaces; this
reconstruction appears to be metastable and cleavage induced. (9) Studies of
the Si (100) surface under tensile compression and strain. This led to
single-atom high steps moving in response to strain. (10) Observation and
identification of defects and defect structures in STM images, together with
theoretical description of those images,

These new results have been achieved while we have been developing new
STMs with unprecedented vibrational immunity and resolution.
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DEPENDENCE OF THE GaAs (110) SURFACE ELECTRONIC STATE
DISPERSION CURVES ON THE SURFACE RELAXATION ANGLE

David Vv, Fioelich; Mary E. Lapeyre, and John D. Dow
Department of Physics, University of Notre Dame
Notre Dame, Indiana "46556

and

Roland E, Allen
Department of Physics, Texas AsM University
College Station, Texas 77843

(Received 16 July 1984)

The surface state dispersion curves E(K) of the dangling bond states

near the fundamental bdand gap,

Cy and Ag, are computed for bdoth the’

established 0~27° model and the recently proposed 6=7° model of the
(110) surface relaxation of GaAs, where § is the surface bond rotation
angle, The two models produce surface gtate dispersion curves that are
similar to one another and to the data,

Until recently it was thought . that ...the
geometrical structure. of the (110) surface of
GaAs was one of the few semiconductor surface
structures that was established. The accepted
model was the 27% rotation model [1,2): To a
good approximation, the anions rotate rigidly
out of the surfuce through an angle of 6=27°,
This wodel was established as a result of
careful analyses of low-energy electron
diffractfon  (LEED) data, and, in addftionm,
provided a way cut of a theoretical dilemma:
caleulations of GaAs surface states for
unrelaxed surfaces, 6=0°, produced  surface
states in the fundamental band gap (countrary to
data) that receded into the valence and
conduction bands when the 0=27° relaxation was
accounted for [3].

Recently, however, Gibson and co-workers [4]
have suggested that 6=7° may be a more
appropriate relaxation angle, based on analyses
of Rutherford back-scattering (RBS) data. Duke
and co-workers have also presented analyses of
LEED data that indicate that a 7° rotation,
while not preferred, is acceptable [5]. Gibson
et al. have stated, however, that their data
might be consistent with the 0=27° model,
provided one allows for anomalously large
surface phonon amplitudes,

With LEED and RBS analyses producing ambiguous
interpretations of the data, we thought it might
be useful to determine if the measured surface
state dispersion curves E(K) [6], when compared
with theoretical predictions, preferred either
the 0=7° model or the ©8=27° model. Previous
calculation: of E(K), assuming the €=27° model,
were 1n sufficiently good agreement with the
data to afford explanations of the principal

1982 PACS Number: 68.20.+t; 73.20.-r

0749-6036/85/010087 + 03 $02.00/0

. experimental féaturés {71 (Fig.l).Aﬂbwevet,‘wg

now find qualitatively similar dispergion
relations E(K) for the relevant surface states,
for 8=0°, 6=7°, 14% and 27° (Fig. 1). Since the
theory 1is only accurate to several tenths of an
eV [8] mnear the valence band maximum, the
theoretical surface state dispersion curves do
not provide a means for discriminating with
confidence among .the relaxation models, The
theory does predict that surface states do fall
in the fundamental band gap for the 7° model [1]
(Fig. 2 [9] and Ref. [10]): ©.1 eV below the
conduction band edge and 0.1 eV above the
valence band maximum — but these energies are
too small in comparison with the several tenths
of an eV theoretical wuncertainty to Dbe
convincing proof of the 27° model over the 7°
model.

Hence we conclude that the agreement between
photoemission data and the theory does not
provide strong evidence for or against either
the 0=7° model or the 6=27° model. The
established 8=27° model should be retained until
more conclusive experimental evidence against it
is presented,

" Finally, as we have been comwpleting this

manuscript, we have received a preprint from
Mailhiot, Duke and Chang [11], who  have
independently been studying this problem using
the same Hamiltonian and comparably accurate
theoretical techniques. They have found similar
results; however they interpret their ::sults as
providing stronger support for the §=27% model.

Acknowledgments -~ We are grateful to the U,S.
Army “Research 0ffice and the Office of Naval
Research for their support (Contract Nos.
DAAG-29~83~K~-0122 and NO0O14-82-K~0447),

© 1985 Academic Press inc. (London) Limited

F R



88 ’ ‘ Superlattices and Microstructures, Vol 1, No. 1, 1985

o, o

____‘-\\\\““__-0. 7
%— DI d . ;/)‘
el P 14°%— .;’ u
R e =t
-2"0'-. —f — —-— -
r X M X r

Surfoce Wave-Vector k

Fig. 1. Calculated surface state dispersion G, P. Williams, R. J. Smith and G. J., Lapeyre,
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RELATIVISTIC EMPIRICAL TiGHT-BINbiﬁG THEORY OF THE ENERGY BANDS OF
GeTe, SnTe, PbTe, PbSe, PbS, AND THEIR ALLOYS

Craig S. Lent(a), Marshall A. Boﬁen(b), John B. Dow, and Robert §. Allgaier(c)
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The orthogonalized plane wave band structures of GeTe,

and PbS are fit with a nearest-neighbor, 18-orbital sp
tight-binding model that exhibits chemical trends.
and Ge)_,Pb Te alloys are predicted as functions
Bowing of the

Pb $n,Te, Sny_,Ge,Te
1_ 2 1. s
of cgmpﬁsitions Z, ;, and z.

§n e, PbTe, PbSe,
d”, relativistic
The band gaps of

gap 1is expected to be

substantial for Ge;_ ,Pb,Te, and either Snl_yGeYTe or Ge; ,Pb,Te should

exhibit a Dimmock reversal.

1. Introduction

The rocksalt-structure IV-VI semiconductor
compounds, such as PbTe, SnTe, GeTe, PbSe, and
PbS all have small band gaps, high dielectric
constants, interesting defect levels, and a
variety of wvery unusual thermodynamic,
vibrational, electronic, and infrared properties

[1]. Exploitation of these properties for the
fabrication of technologically  important
opto-electronic devices has been partially

impeded by an incomplete understanding of the
intrinsic and extrinsic electronic states of
these materials., The 1IV-VI's have attracted
relatively little theoretical attention,
however, because their electronic  band
structures are complicated, Thaving large
relativistic splittings. At first glance, it
would appear that the electreonic states of bulk
defects or surfaces of these materials can be
understood only if one executes a very tedious,
relativistic theory.

In this paper, we show that the apparently
complicated energy bands of the IV-VI compounds
can be parameterized by "a simple nearest-

(a) Permanent address: Department of Electrical
and Computer Engineering, University of
Notre Dame, Notre Dame, Indiana 46356.

(b) Permanent address: Department of Computer
Science, Western Illinois  University,
Macomb, Illinois 61455,

{¢) Present address: Theodore Asscciates, Inc.,
10510 Streamview Court, Potomac, Maryland
20854,

PACS Number: 71.25.Tn

6?496036!86/050491 +09 $02.00/0

neighbor tight-binding model Hamiltonian. The-
parameters of this model exhibit chemical trends
and can be used to predict the electronic. .
structures of alloys such as Pby  Sn,Te.
Moreover, theories of defect energy levels and
surface states in IV-VI's can be constructed
using this simple Hamiltonian, as we shall
demonstrate in subseguent work.

2. Tight-binding theory

The relativistic Hamiltonian that produces the
energy band structures has the form [2]

H = (p%/2m) + V + Hy,

+ 32V2V/8m2c2 - p¢f8m3c2
(1)
where V is the crystal potential, the spin orbit
interaction is

-+ - 2.2
Hso ~ Ko (VUxp)/am©ec”™,

and the remaining terms are the Darwin terms and
the relativistic mass correction term [3].

Employing the ideas of Slater and Koster [&],
Harrison [5], Chadi [6], and Vogl et al. [7], we
construct the nearest-neighbor tight-binding
Hamiltonian:

R [la.1,0,B5E; ,<a,1,0.K]
+ |c,i,o.ﬁ+§>£i c<c,£,o,§+ﬁ|]
+ 58 R,0,1,) [la1.0. B0V 4<c.5,0,R04d)
+h.e. ]+ Hg,

(2)

© 1986 Academic Press Inc. (London) Limited
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TABLE I. Nearest-neighbor ctight-binding parameters of GeTe,
SnTe, PbTe, PbSe, and PbS, as fit to the band structure of Herman
et al. [9], in eV. The column labelled GeTe* refers to
Dimmock-reversed GeTe with the valence (conduction) band extremum
at Ls’ (Lé*). vd,dx' vd.s' and vs,d are taken to be zero.

GeTe GeTex SnTe PbTe  PbSe Pbs
Eg o -7.847  -7.992  -6.578  -7.612  -7.010  -6.546
E, ., -10.974 -10.855 -12.067 -11.002 -13.742 -13.827
Ey o 1.454 1.657 1.659 3.195 4.201 3,486
Ep a 0. 444 0.250  -0.167  -0.237  -1.478  -1,153
Eqo 9.08 9.08 8.38 7.73 8.72 9.27
Eq .  25.85 26.75 7.73 7.73 11.95 10.38
A 0.505 0.577 0.592 1.500 1.693 1.559
Ag 0.447 0.351 0.564 0.428 0.121  -0.211
Ve s -0.617  -0.631  -0.510  -0.474  -0.402  -0.364
Ve 0.877 0.788 0.949 0.705  0.929 0.936
Vo,s 0.790 0.876  -0.198 0.633 0.159 0.186
Vop 2.189 2.181 2.218 2.066 1.920 2.073
Vo opx 0478 -0.498  -0.446  -0.43C  -0,356  -0.281
Vo4 -1.14 -1.65 -1.11 -1.29 41,590 -1.142
Vo.ax  1.56 1.78 0.624 0.835 1.45 1.16
Vap -1.55 -1.50 -1.67 -1.59 -1.09 -1.54
Va,pr  0.976 0.742 0.766 0.531 0.0497  0.517
Vaq -3.79 -3.87 -1.72 -1.35 -1.90 -1.67
V4 a4 0.887 0.892  0.618 0.668 0.692 0.659

Table 1I. Experimental values of the fundamental gap £for GeTe,
SnTe, PbTe, PbSe, and PbS wused in firting the tight-binding
parameters of Table I (in eV).

GeTe SnTe PbTe PbSe PbS

a b [ d PYoL:
Egap 0.2 0.3 0.186 0.165 0.286
fa] L. Esaki, J. Phys. Soc. Japan, 1966, 21, 589 [Kyoto Conference
Supplement], measurements at &,2°K.
[b] Ref. [10], measurements at 4.2°K.
{c] Ref. [10], - -.surements at 12K,
{d] D. L. Mitchell, E. D. Palik, and J. N. 2Zemel, Proc. Seventh
Int6 Conf. Phys. Semicond., 1964, p. 325 (1964), measurements at
4. 25K,
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Fig. 1. The energy band structure in eV of
PbTe, published by Herman et al. [9] (dashed) in
comparison with the present work (solid). Note

where h.c. means Hermitian conjugate, R are the
rock-salt lattice positions of the anion, i and
i are the basis orbitals for the cation and
anion respectively, ¢ is the spin (up or down),
a and ¢ refer to the anion and cation
respectively, and d is the position of the
cation relative to the anion in the E-th cell; d
= (21/2)(1,0,0). The spin-orbit Hamiltonian is

Hey = 2R 5,00 ,1 L1c,1,0. 852 L 8 <c,1,0% K]

* IR g0, [’a'j'°'§>kaia'3a<a'j'a,'ﬁtgi
We use nine orbitals per atom in our basis,
each with wp and down spin: s, Py Py s
4242 83,2.,2, dyy. dpz. Gy Because o the
importance of the d bands near the bottom of the
conduction band at the X point we found it
necessary to include &ll five d bands in the.
model. This approach is to be preferred over
that of Robertson {8], which included only two
of the five d orbitals. We did neglect (i) the
somewhat smaller couplings V. , between the s
states and the d states and (ii) V4 gge the
n-type bonding between d states. i
The resulting 36x36 Hamiltonian matrix is
given in Appendix A.

Wave Vector

that the zero of energy is the valence band
maximum and that the fundamental band gap is at
L.

3. Determination of the empirical
Hamiltonian matrix elements

The parameters of this model are listed in
Table I. They were obtained by fitting the
eigenvalues of the matrixz to the energy bands
published by Herman et al. [9] (See Fig. 1).
Analytic expressions for the eigenvalues at high
symmetry points were used to make an initial
guess for the parameters. Then a least-squares
fit of the parameters to the calculated energy
bands was performed. The symmetry of the states
on either side of the fundamental gap was also
included in the fitting procedure. This 1is
necessary to assure the Dimmock reversal [10] in
the ordering of bands that occurs in Pby  Sn . Te
between PbTe (with a conduction band minimum at
L.” and valence band maximum at L6+) and SnTe
(with the opposite ordering). The energy bands

. were fit to the values obtained by Herman et al.

for wavevectors at the I', X, and L points of the
Brillouin zone; but Herman’s corduction band
energies at L were all shifted by the same small
amount in order to guarantee that the
fundamental band gap agreed with experiment. The
resulting band structures are displayed in Figs.
1-5. The fit of the band structure of GeTe
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Scaling Relation for s « Levels
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= 4. F GeTe ® PbTe i
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0.0 i H 1 ,J

0.6 LY 6.6 9.0 12.0 15,0

Atomic s Energy Difference (eV)

Fig. 6. The s-orbital energy differences in
the solid, (Table I) versus the s-orbital energy
differences in the atom [7].

assumes a PbTe-like ordering of the conduction

and valence bands: Lg- above Lg+. The
possibility exists, however, that GeTe‘s band
structure 1is Dimmock-reversed, as 8SnTe's is,

with L6+ being the conduction band minimum., We
denote  Dimmock-reversed GeTe by GeTe*, and
obtain for it the slightly different matrix
elements listed in Table I,

For the parameters of the model, the
differences in the diagonal matrix elements
E. .-E and E_ -E .., are approximatel
pgégorgignal to tgéccogfgsponding digfetances o%
atomic energies., The Vogl constant of
proporticnality A8 [7] 1is about 0.65 for the
s-state and 0.9 for the p-state. (See Figs. 6
and 7.) These proportionalities or scaling rules
for the matrix elements of the empirical
Hamiltonian allow the theory to make sensible
predictions of chemical trends for intrinsic and

extrinsic electronic states of different IV-VI
semiconductors,

4. Application to Alloys
. In this section we apply the theoxry to

Pb _xSnyTe, Sn Te, and Ge szTe alloys

Ge.
d 1-y2 1-
and compute the a¥10§ band gaps as %unctions of

the compositions x, y, and 2z, using the virtusl

crystal approximation. These materials are
substitutional alloys miscible for all
compositions. )

Pby . 45n,Te is an interesting alloy because the
band gap <f SnTe is "inverted" in compariso:

Superlattices and Microstructures, Vol. 2, No. 5, 1986

Scatling Relation for p - Levels

6.0 v r

4.0 |-

® GeTe*

p Energy Difference in Solid (eV)

® GeTe
040 3 .
0.0 2.0 4.0 6.0

Atomic p Energy Diilerence (eV)

Fig. 7. The p-orbital energy Jdifferences in
the solid, (Table I) versus the p-orbital energy
differences in the atom [7].

with the gap of PbTe: the fundamental band gap
occurs with the conduction band minimum being
the L5+ point of the band structure, rather than
at the the L;” point. This phenomenon was
elucidated by Dimmock et al. [10] several years
age, who pointed out that a level-crossing
phenomenon occurs with Increasing x as the
band-gap of Pby_,Sn.Te decreases and attempts to
become negative., We calculate that the gap
vanishes at x=~0.33, in good agreement with the
experimental walue.

As a function of alloy composition, this
Dimmock . reversal in Pbj _,Sn Te must undo icself
in either Sny_ GeyTe or Gey ,Pb,Te. We predict
that the secgnd Dimmock reversal must occur
either near y = 0.6 in Suny ,Ge,Te or near
z =03 in Gey ,Pb,Te. In the gor%er case, GeTe
must have the same ordering of Lg bands as PbTe,

whereas in rhe latter case, GeTe has the
SnTe-1like GeTe* electronic structure. {See Fig.
8.) The calculations also indicate that one

should expect considerable bowing in the
fundamental band gap versus alloy composition
for Gey_,Pb,Te, in contrast to the linear
x-dependence of the gap for Pby ,Sn,Te. This
striking prediction of the calculaticons ' is in
qualitative agreement with the measurements of -
Nikolic [11,12].

We compute the fundamental band gaps of alloys
such as Pby _,Sn.Te by diagonalizing the
virtual-cryst&i [;%] empirical  tight-binding
Hamiltonian. The covalent radii of ¥: and Sn
differ by so 1little (= 48) and .all of the
Hamiltonian matrix elements of PhTe and SnTe are
sufficiently similar that a vi<tual crystal
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Fundamental Gap vs. Alloy Composition
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Fig. 8. The calculated band gaps and L6+ and
Lg" band edges of Pby . Sn,Te, Smy Ge Te, and
Gey.,Fb,Te versus alloy compositions % y, and

elements of
near the

approximation to the matrix
Fby (Sn,Te is appropriate for states
fundamental band gap [13]): the diagonal
Hamiltonian matrix elements of Pb,_ Sn,Te are
{(1-x) times the PbTe elements plus x times the
SnTe matrix elements [l4]. The off-diagonal
matrix elements, multiplied by the square of the
lattice constant {5], are similarly averaged,
using Vegard's Law for the lattice constant. The
band edges of Fig. 8 were eigenvalues obtained
by diagonalizing this Hamiltonian for a
wavevector at the L-point of the Brillouin zone.

5. Conclusion

We conclude that the present tight-binding
parameterization of the 1IV-VI energy bands is

z. The zero of energy is the L6+ band extremum.
The hatched area is the gap. (a) For ordinary
GeTe; (b) for Dimmock-reversed GeTe* (see text).

adequate for  reproducing chemical trends,
including the Dimmock band reversal phenomenon
in Pby . Sn,Te. Therefore, it should provide a
satis%actory starting point for general theories
of localized electronic states in  these
very small band.gap materials, such as "deep
traps” [15] or surface states. Subsequent work
will use this Hamiltonian to study a wide
variety of problems invelving localized
electronic states in IV-VI semiconductors.
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APPENDIX A: The 36x36 Hamiltonian matrix

The basis set for the 36x36 Hamiltonian is:

Is,c.t>, [s.c, 4>, [s,a,1>, f[s,a8,1>, |[pg.c, 1>,
ipy.c,t>, Ipg.c, 1>, APy, 4>, lpy,c,».
Ip.e. 4>, [pg.a. 1>, Ipy.a,b, ipy.a,t>,
Ipg .2, 4>, |py,a,$>, ]pz,a,4>, ldy.e, 1>,
|dy.e, 1>, |d3,c,?>, |dg.c,1>, jdg.c, 1>,
j4],c, 4>, 1dy,c,4>, jdq,c, >, [dg.c, 4>,
[dg,¢, 4>, [dy.a, 1>, jd3,a,1>, {d5,a,1>,
[Ha,a,1>, jdg,a, 1>, jdy.a,4>, fdy,a,4>,
{d3.a.¢>, |db,a,£>, and |dg,a, 4>,

where we have d) = dx’-yz' dy = d322_r2, da=d_,
da—dyz, and ds'dzx'

The Hamiltonian can be written in block form
as follews (only the lower triangular part of
the Hamiltonian is given since it is Hermitian):

He s 7
Hpc,s l'.'lpc,pc
Hpa,s Rpa,pc Hpa,pa .
0 0 Hdc,pa Hdc.dc
LO Hda,pc o . Hda,dc Hda,da_
Hs,s is a Hermitian 4x4 matrix which connects
s-states to s-states: ,
Egc
t] Es,e
Hs,s - 80Vss 0 Es,a
0 goVs,s © Es a
and Hpc,s can be written as:
o ]
Hpc,s = Lo Hy o
where QeAhave
- F’2glvp's [0
Hy = '252vp.s 4]
-'233Vp,s 0

Division of Materials

c' il
- equsl to E pa ggd

Superiattices and M(Qrostructares. Vol. 2, No. 5 1886

and _ : -
o] -231Vp.s
Hz b 4] ‘232Vp's
| 0 '233vp,s A
Hpa,s can be written as:
A Hq 0
Hpa,s =
B 0

where we have

[ -26)Y 0
H3 - '2g2vs’p o]
L. -ngvs.p 0 =
and
0 '251Vs,p
H& hd 0 '2§2Vs,p
‘ L ¢ —253Vs P » )
c,pg 15 8 6x6 Hermitian matrix with all the
diaBorBl elements equal to E, .. Its other
non-zero matrix elements in the Eévet triangular

region are:

<py.c.t] H py,c, 1> = 1 2./2,
<pzrcs‘l H iPx:cyT> - xcfzr
<pg.c.i| H [py,e,1> = 1 A,/2,
<px:cv" H ,pztc9?> - 'Ac/zr
<p,,,c,4} H |pz,c}t> - -1xc/2,
and

<py,c,$| H fpy.c.i> = -ikc/2.

'Hpa a is a 6x6 Hermitian matrix of the same
form 'gs H but with the diagonal elements
the other non-zero elements as
above with A, replaced with i,.

Hpa,pc is a diagonal 6x6 matrix with?
<px,a,fi H ]px,c,?> - Vx,x

<p,.a,t}| H lpy,c,?> - Vy’y

<pz,a.?1 H lpz.c.1> - vz,z

Pyq8i 4] H pg o> = Vy

<py,a,4| H lpy.c,b - gy'y

<pzsa 4l H [Py, > =V, 5

and E

Vx,x' ZgQVp'p R 2(35*56) vp,px
vy’y- 2g5Vp'p + Z(gé+gs) Vp,px

Vz,z- Zgﬁvp’p + 2(g4+g5) VP,PF

Hda,pc

Hda,pc -

Hg

0

0

Hg

can be written in block form as:
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where Hg is the 5x3 matrix:

_-J3g1Vp.d fBgzvp’d 0 -
81,4 82Vp. 4 -283Y; a
'2g2vp,dﬂ '231Vp,éﬂ 0
° '253vp,dﬂ '2g2vp,d«

_'253Vp,dw 0 ’251Vp,df_

is of the same form, but with V .d and
p dw geplaced by V4 P and Vd,px

Hig gqo is a 10x10
non-zérc off-diagonal
elements are:

matrix  with only four
elements. The diagonal

<d1,a.t| H |d1,c,1> - <d1,a,l| H [dl,c,l>

- 3/2 (g4*85)Vq g *+ (286+84/2%85/2)Vy a5
<dy,a,1} H [dy,c,1> = <dj,a,¢| H jdg,c, 4>

= 3/2 (g4*es) Vg a5t (28g*ea/2+85/20Vg g
<d3,a.f| H |d3,c.t> - <d3,a,l| H 1d3,c,l>

= 2 (g4+85) Va,an * 2 86 Va,q5
<d;,a,t] H |dg,c.t> = <dj,a,4] H [d4,c,4>

= 2 (g5+8¢) Va,dr * 2 84 Va,d5
<d5,a,1) H }ds,c,t> - <d5,a,41 H [ds,c,l>

= 2 (84*8¢) Vg an * 2 85 Vg, 45 -

The non-zero off-diagonal elements are all
equal:

<dl,a,1’} H ldz,C,T> "<d2.8.,1’| H Idl,c,?>
- <dy,a,4] H [dy,c,4> = <dy,a, 4] H [d),c,4>

=~ {J3)/2 (gs-8,) (Vgq - Vd,dé)

where we have

go(E) = 2[cos(kyay /2)+cos(kyay /2)+eos(kgay /2) ],
81(R) = 1 sin(k.as; /2),

g2(¥) = 1 sin(kyar/2),

g3 (k)

84 (%)

i sin(ka /2),

cos(kxaL/Z),

4389

gs(K) = cos(kyar/2),
and

gs(k)y ~ cos(k,a; /2).

The parameters V and V
to the integrals ?ssa)l. ?SPU)IU
[47.

Hd and Hd are both 10x10 diagonal matrices
whose elements are Ed o and Ed a respectively.

correspond
{pdo)y in Ref.
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Calculations are presented which
centers in Si- (1ying 0.37 and 0.19 eV below the

sulfur-related

conduction band minima) with (S, syt

support

the identification of Cw6

and (8,8) nearest~neighbor

substitutional § pairs. Explanations in terms of meso~bonding are given
of the followin§ facts: (1) Although S is much more electronegative than

si, the (S,S)
w0.2 eV; (11) The hyperfine

palir level lies at higher energy than the S level by
interaction for

(s, S) is considerably

smaller than for the i{solated § defect; and (11i) The (S,S)+ molecular
defect has a hyperfine tensor that is virtually isotropic,

Nearly twenty years -ago, Ludwlg observed
evidence of substitutional nearest-neighbor §
pairs in Si, while studying the electron spin
resonance and electror nuclear double resonance
spectra of isolated § [1]. It is now known that
there are five S~related deep levels in the band
gap of Si [2-7], two of which are associated
with isolated-S (the A and B centers [8]), two
of which are thought to be caused by paired-§
defects (hereafter denoted the C and D centers
{8]), and the fifth 2 center {9], which is
assoclated with unkanown S-related complexes. The

" Brotherton et al. [9]

" it alters

energy levels of the A, B, C, and D centers and
thelir assignments are shown in Fig. 1.
Acenter ~ Bcenter  Ccenter D center
EC - —
10 - V (s,s)°
50 + Ec-0I9
- (s.s)
~0 .3 —_
5 Ee Ec-037
g s*
gs 05 |- Ec'o.ﬁl
Ey=0.0
Fig. 1. The observed sulfur-related deep

energy levels in the band gap of Si, together
with the defect assignments of Brotherton and
earlier workers. These assignments are confirmed
by the present work,

mne

-have shown .that high
temperature snnealing leads to preferential
formation of (8,8) pairs, whereas isolated-§
defects dominate in material annealed at low
temperature. However there are several features
of the (5,8) pair identification that, at first
glance, appear to be troubling: (i) The opair

levels (8,5) 1lie at higher energy than the
isolated~S levels, even though S§ is very
electronegative with respect to Si and
replacement of a neighboring 81 by a wmore

electronegative atom would be expected to pull
the isolated=-5 level down in energy; (ii) S 1is
so different from . SI that in isolation it
produces a deep level in the gap; yet the second
(spectator) S atom ‘appears to be very little
different in its effect from the S5i it replaces:
the isolated~$5 deep level by only
0.2 eV, even though the additional potential of
the second S impurity is strongly attractive
(corresponding to a charge of twoe protons) and

localized. The small size of this effect is
evident when compared with the eveg larger
difference of deep level energies of S¥ and s*

=0.3 eV, which is due to a single delocalized
electron, Also the difierence in (S,S) and §
energy levels, 0.2 eV, is comparable with the
difference in the S and Te deep levels (0.2 eV),
even though the defect potential difference of §
and Te is only =-1 eV compared with -6 eV for S

and $1 [10); (4iii) Although the (8,5) and S
defects have similar energy levels, the
hyperfir. constant (= s-orbi arge density

at the sulfur nucleus or lw (0)|31 of (8,8) is
smaller by a factor of =3 than that of 8; and
(iv) The hyperfine tensor of (S,S) appears to be
isotropic, even though {§,3) 1s supposedly an
oriented molecule.

In this paper we sh.w that these puzzling
facts can be explained siwply: The assignment of
the E.~0.37 eV and F_~0.19 eV (C and D) levels
to (§ 8) vpairs is correct, but the relevant
energy level of rthe pair has a completely

0038~1098/84’ $3.00 + .00
Pergamon Press Ltd.

.

B iy
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different character from that of isolated S. The observed pair level is derived from the T
second S atom drives the first 1isolated-S deep (p-like) deep resonance of isolated-S (which is
level into the bottom of the band gap or out of pulled down into the gap by the second  8) and
the gap into the valence band -—  and not from the 4, {s~like) level of isclated-S,
simultanecusly pulls a second level down from which is driven down toward the valence band by
the conduction band into the gap (Fig. 2). The the second 8 atom (Fig., 2). The level-repulsion
first (lower [11]) level we term the :otallé obviously occurring in Fig. 2 is responsible for
antibondin (ungerade) state; the secon the (¢8,8)" deep level lying very close to the 5
(higher) level we call the meso-bondinﬁ (gerade) deep level [12}.
state, because it 18 a "bonding linear The measuzed ESR hyperfine constant
combination of the “antibonding"” deep levels (|A]=38.4x107 [11) of (5,8)% s muc
(10] of the isolated-S defects. The antibonding diffepent from that of st (tAt-lO& 2x10"%n™
state 18 lower 1in energy for the (§,8) defect [1])  Tbecause the meso~bonding level has a
{(contrary to what one normally finds for different character from the 4; level of S,
diatomic moelcules) because each § deep level being derived from the p-like T, (resonant)
has an antibonding host-like wavefunction level of isolated-S., If the hyperfine constant
{rather than a wavefunction similar to atomic of the totally antibonding (lower) level could
sulfur’s). be measured, it would be near that of st m we
The (S, s)+ level in the gap, predicted using predict it to be only =28% smaller., The observed
the theory described below, 1is in excellent (5,8)" hyperfine constant is small because the
agreement with the datum (Fig., 2) and lies mesc~bonding state is less localized on the
higher in energy than 1solated-s+. because the defect atoms. We calculate the s-orbital

#}'7‘;‘- T2 (8) resonance
/

) I
Ec [Conducon Bond Edge

' 10~

Datum-y

A (8)

{s.x)* d,'hvefs
Neorest'nexghbor

05F ~"Meso - bonding pairs in Si

/Totally antibonding
is,s1t
c;d Valence Bond Edee
L. L. ] .| | | ] | K
=20 <15 0 -5 0 5 10 15 20

Impurity potential of spectator x,vs{x}(ev)

Fig. 2. Predicted energles of deeg
a;-symmettric levels assoclated with (§,X)
nearest-neighbor substitutional pairs in ${ as a
function of the defect potential V {X} of the
spectator i{mpurity X. VS{X}-O corresponds to an
isolated~S defect, which has a deep level of A
(s~like) symmetry in the gap and a T, (p*likeg
deep resonance depicted schematically above the
conduction band edge. [Because we are interested
primarily 4in chalcogen pairs, we have assigned
one~half of the charge to X and one~half to § in
determining the defect potential (See text}.
Henﬁs the isolated-S A; level correiponds to

and lies between the S§° and §° levels.]
Note the excellent agreement  between  the
experimental (8,57 level (triangle) and the
theory. The electronic occupancies of the
one-electron levels of (5,5)F and St are denoted
by circles.
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contribution te be 0.33 cimes as: 1arge as that
for §7 -~ compared with an experimental value
0.37 times as large. .

The delocalization of the meso-bonding state
ig also responsible for the hyperfine tensor
being virtually isotropic. We find only 2.2%
{4.1%) of the deep level charge density is
gontained in each gulfur p (8) orbital which
leads to an anisotropy of the hyperfine tensor
too small to have been observed,

(A/! - A‘L)/(Afl + ZA.L) - 0.(_}15.

The predicted energy levels and s-orbital
wave~function coefficients, Tg» of all:
substitutional nearest~neighbor pairs of §, Se,
and Te are given in Table I [13,14]. We hope
that experimental studies of Si doped with two
or more chalcogens will test these predictions.

Recently Ren et al, [15] have shown that the
hyperfine tensors of deep levels of definite
symmetry assoclated with dimpurities on a
specific site depend only on the energy of the
deep level and vary little for deep levels in
the band gap of Si. Schirmer and Scheffler [16]
have produced a  beautiful phenomenological
theory of g-factors for deep levels using
similar ideas, and £find that the , observed
g~factors do not depend on the character of the
defect states involved. In particular they find
that the g-factor for (S, S) is well~described
by the same theory as the g-factor for +, Se’,
and Tet. Thus we wondered if the
Schirmer-Scheffler hypothesis - for g-factors

TABLE I, Predicted energy levels E (in eV) and

wave~function coefficlents v (y=an, see Table I
of Ref. [13] or Ref. [14]) for (X,Y)
substitutional paired chalcogen defects in Si.
E, and E. are the valence band and conduction
band edges of Si. In the theoretical model the
band gap 1s E -E,=1.17 eV,

————— . T T W 2"~ " -t D] - > ] - "

ﬂgao-bondihg

g o o i a8 e B T e e Pr— b -

Totally antibonding

(X,Y)  E~E v (X v,(Y) E-E, v (X) v (D)
(s,9)*  0.42 0,20 0.20 0.12 0.30 0.30
(s, Se)+ 0.41 0.21 0.20 0.16 0.29 0,30
(s,Te)*  ©0.35 0.17 0.25 0.28 0.32 0,29
(Se,5e)* 0.40 0.20 0.20 0.20 0.30 0.30
(Se, Te)+ 0.33 0.17 0.25 0.31 0.33 0.29
(Te,Tg) 0.29 0.21 0.21 0.45 0.32 0.32
(s,8) 0.28 0.21 0.21 0.44 0.32 0.32
(s.5¢)°  0.28 0.23 0.21 0.44 0.31 0.32
(s,7¢)®  0.24 0.18 0.25 0.53 0.34 0.30
(se,se)0 0.27 0.21 0.21 0.48 0.32 0.32
(se.1e)® 0.23 0.17 0.26  0.55 0.34 0.30
(Te.Te)® 0.20 0.22 0.22 0.65 0.33 0.33
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might apply- to the hyperfine interactions as
well: that the hyperfine interactions for (S;S)

might be - well-described -by. the theory of
hxperfine interactions for the isolated defects

, Set, and Tet. It does not (Fig., 3 [17]),
presumably because the meso-bonding T ~derived
wave~function of the (8,5)" pair is entirely
different from that of the A 1solated~ST level.
Ve also predict  that the hyperfine tensor of
(Te Te)t will be quite different from that of
Tet — a point needing experimental
investigation.

The calculations presented in this  paper
employ the Hjalmarson et al, [10] theory of deep
levels, the Vogl et al. (18] ‘theory of
electronic structure, the Rem at al, [15] theory’
of hyperfine interactions, and the theory of
paired defects [12]. The details of the
paired-defect theory can be found elsewhere
{12,19]. The present work is different in only
one significant way: the <choice of the
(diagonal) §fect potential matrix, in the
localized sp”s* Dbasis, at the X-site
V{X}=(V_ {X},V {X},V {X},V,{X},0) for the (S,X)
pairs. %h gr has a matgix V{$) on the S-site
and V{X} on the neighboring X-site. Vi {8} for S
in the (S, syt complex is . chosen ts be the
average of the values needed to reproduce the
observed [7] gt and 8 Ay-symmetric
isolated-defect levels — and so corresponds to .
an isolated-S defect with a charge of +1/2 (so
that the paired defect will correspond to a
charge of +1). The p potential V_{S} is taken
from Refs. [10] and [18] 1in terms of atomic
energy differences, but is reduced by the same
empirical factor found here for the s pogential,
0.88. For the neutral center (§,5)Y, the-
potential V, used 1s that which Eépraduces the
observed Al—symmetric level of S v{Se} and
V{Te} were similarly determined. As a result,

the total defect potential of a palred defect

such as (S, S) represents a pair with a single
net positive charge. Other than this
deternmination of the defect potential marrix,
the calculation 1is as described elsewhere
[12,19], and contains no free parameters. A
complete discussion of the theory of paired

substitutional defects will be published
shortly.
We hope that this work will stimulate

experiments testing the theory of deep levels
associated’ wi:h paired chalcogen impurities 4n
§1.
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Fig. 3. The square of the 1isotropic part of
the _deep level wave~function (solid line),
|<A1,5,1(¢>\ of Ren et al, [15] versus deep
trap energy relative o the valence band maximum
for substitutional 1solated-chalcogen defects in
Si. When gultiplieé by the atomic charge density
twn 5(0)}“, this 1s proportional to the
hypérfine interaction A. The data for ST, Se™,
and Te™ [17] obtained using Hartree-Fock charge
densities are denoted by closed triangles. The
corresponding wave-functions-squared for ($,§)",
(Se,Se)", and (Te,Te)” obtained theoretically
are denoted by an open circle, an open square,
and an x, respectively., The (S,S)+ datum [1] is
denoted by a closed circle.
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The trends in the deep energy levels of impurities occupying the bond-centered interstitial site in
S8i are predicted. The theory is compared with experiments for boron, and reasonable agreement is
found for the energy and the wave-function component on the interstitial site; however, some
disagreement with the data for the B deep-trap wave function’s amplitude on the adjacent Si sites
remains—indicating that the B interstitial may not lie near the bond-centered site as supposed and

suggesting the need for further study of B in Si.

In this paper we report calculations of the chemical
trends of deep energy levels and wave functions assocwted
with interstitial impurities at the bond-centered site in Si.!
This work complements earlier studws of tetrahedral-site
interstitials by Sankey and Dow? and follows the general
approach to deep impurity levels established by Hjalmar-
son et al.’ and Vogl et al*

With the notable exception of the work of Weigel,® pre-
vious studies of interstitial impurities in Si (Refs. 6~8)
have considered only single impurities without devoting a
great deal of attention to the relationships of the energy
levels of one impurity to another. Weigel’s systematic
studies of Al, Si, P, B, C, and N were performed on a
cluster using extended Hiickel theory.” One disconcerting
aspect of his results is a silicon band gap of 7.5 V; more-
over, in the case of substitutional defects, Hiickel theory is
known to give the T'; (p-like) energy levels below the 4,
(s-like) levels—contrary to the data.!'® Therefore, we felt
that it would be appropriate to perform an independent
study of the chemical trends for the bond-centered inter-
stitial impurities, using a Green's-function approach,
which yiclds the correct band gap for Si and the correct
A-T, ordering for substitutional defect levels.®> Our re-
sults confirn: the general trends found by Weigel, but pro-
duce a factor-of-5 less variation in the interstitial energy
levels as one goes from Al to P.

Our calculations follow the general scheme of Sankey
and Dow? deveioped for tetrahedral-site interstitials.
However, we do not iterate our calculations to self-
consistency since we find that most impurities at the
bond-centered site (in contrast to the tetrahedral! inzersti-
tial site) psoduce neutral deep levels in the gap. We have
included only nearest-neighbor interactions between the
host atoms and the interstitial atom because ihe second-
nearest neighbors are moie than 2.5 times as distant from
the interstitial as the nearest-neighbor S.. Lattice relaxa-

30

tion around the defect is neglected, since we are interested
primarily in the global chemical trends: the amcunt and
nature of the lattice distortion around the defect should be
determined separately for each charge state of each defect.
Qur deep levels are obtained for neutral defects and the
levels of charged defects are obtained by adding (remov-
ing) an electron to the lowest (highest) Pauli-available lev-
el; thus the Coulombic charge-state splittings are zero in
this model. The resulting theoretical uncertainty in the
absolute energies of deep levels should be several tenths of
an eV, although the chemical trends in the deep levels
should be predicted rather well.

For a zinc-blende lattice, the point group of the bond-
centered interstitial is C3,. The diamond structure of Si is
a degenerate form of zinc blende in which the “anion”
and the “cation” are equivalent; the correct point group
for a bond-centered interstitial in a diamond lattice is Dy
and has an extra parity quantum number: gerade and
ungerade. In this paper we use the Cj, notation'' and
also mdxcate the parity by “g” (even} or “u” (odd). The
four sp? orbitals centered on the mterstatlal split into an
A, g s-like orbital, an A, , p,- or p,-like orbital, and a
doubly degenerate E, p,-like orbital. Our calculation
shows that, for all s- and p-bonded interstitial impurities
in Si, only the E, state may lie in the gap—the 4, , state
lies down in’ the valence band and the A, state lies well
up in the conduction band. One can see that the 4, , and
A, ¢ levels are removed from the cap by considering the
8i-J-8i molecule (See Fig. 1), where J is the interstitial.
The two neighboring Si atoms {without J) form two 4,
levels—one a bonding combination of s orbitals and the
other a bonding combination -f 1, orbitals. Both of these
levels lie in the valence band. The interstitial’s s orbital
(of A‘ g Symmetry) couples with these two Si 4, lc.els
and is repelled upward into the conduction band. Similar-
ly, two A4, , conduction-band leveis are sormed {rom anti-

2070 ©1984 The American Physical Society
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FIG. 1. Schematic illustration showing the crossing of the bond-centered interstitials as a function of the p-orbital energy

Ay and A4, interstitial levels as a result of the interstitial-host
coupling. Onl!; Ay levels are shown.

bonding combinations of the s and p, orbitals of the
neighboring two Si atoms. The interstitial’s p, orbital (of
Ay, symmetry) couples with the Si conduction-band 4, ,
levels and is repelled downward into the valence band.
Thus, by being interstitial, the impurity has in effect re-
versed the ordering of its s and p electrons: the p-like

A,y isolated-interstitial level lies below the s-like 4, , .

level when the interstitial and the host are coupled.

The p, orbitals on the neighboring Si are polarized per-
pendicular to the “molecular” axis and linear combina-
tions of these can be constructed with either E, or E,
symmetry, with respect to the bond-centered site. The
interstitial’s p,, orbital couples with the Si p,-like E; lev-
els and gives rise to the E, level which falls in the gap.
(E, levels are unaffected by the interstitial atom and
remain in the bands.)

Our predictions for the E,-symmetric (p,, g-like) deep
levels at the bond-centered mterstmal site in Si are given
in Fig. 2, and show similar chemical trends to those found
for Al, Si, B, P, C, and N by Weigel: (from highest to
lowest) Hg, Cd, and Zn (resonances in the conduction
band), Be, T1, In, Ga, Al, Pb, Sn, Ge, Si, B, Bi, Sb, Po, Te,
As, At, P, Se, 1, C, 8, and Br (in the gap), w:th q, N 0,
and F giving levels in the valence band.

In our model for interstitials in Si, Al is only 0.86 eV
above C, in contrast ‘to Weigel’s result which places Al
more than 4 eV higher than C. The deep levels of sym-
metries other than Eg, namely, 4, , and 4, all lie well
outside the gap for all mterstltlals

The natural occupation of the E, deep level is zero elec-
trons for group-Il impurities, one electron for group-111,
two electrons for group-1V, three electrons for group-V,
and four electrons for group-VI impurities. Thus the neu-
tral defects of Pb, Sn, Ge, Si, and C at the bond-centered
site produce a one-electron level occupied by two elec-
trons. Bi, Sb, As, and P have three electrons in the E lev-
el; nitrogen produces a valence-band resonance occupied
initially by three electrons and one hole in this model, and
so donates the hole to the top of the valence band, form-
ing a shallow acceptor (provided the extra Coulomb repul-

in the solid of the impurity. The zero of energy for the deep lev-
els is the valence-band maximum; the zero of p-orbital energy is
the value for Si. The predicted energy levels for the various s-
and p-bonded impurities are indicated on the curve. The differ-
ences in p-orbital energies “in the solid” were obtained from the
empirical rule of 0.6 times the difference of atomic p-orbital en-
ergies (Ref. 4). .

sion energy of the fourth electron does not restore the N™
deep level to the gap). Po, Te, Se, S, and O have four elec-
trons in the deep level. At, I, Br, Cl, and F fill the deep
level with four electrons and produce a shallow donor
electron near the conduction-band edge as well. Beryllium
yields an empty electron trap, whereas Hg, Cd, and Zn
yield an empty deep resonance above the conduction-band
edge. Of course it is not known which, if any, of these
impurities are metastable or stable at the bond-centered
interstitial site. (Partially occupied E levels are Jahn-
Teller unstable.) Moreover, these predictions of absolute
level positions may be in error by ~0.5 ¢V, and should be
interpreted with this large uncertainty in mind.

Watkins' has studied the neutral B° interstitial
thoroughly and has proposed three different models of the
interstitial geometry—one model is the bond-centered in-
terstitial with a significant distortion from the bond-
centered site. We predict a level position of E, —0.39 eV
for B® undistorted from the bond-centered site in remark-
ably good agreement with ‘the experimental estimate of
E. —0.15 (Ref. 1) to —0.13 eV (Ref. 12), where E, is the
energy of the conduction-band edge.

We have also calculated the spin-resonance hyperfine
parameters a; and b; (Ref. 13) and the wave—funct:on
coefficients a;, B, and 7; discussed by Watkins.! Our re-
sults for undistorted B are compared with his eXpenmen-
tal results in Table 1. Because our theoretical B? is not
distorted from the bond-centered interstitial site, we have
@;=0 for the theory (the E,-symmetric state is purely p,
like), and no distinction between what Watkins terms Sil
and Si2. The agreement between theory and data is good,
but not excellent: the theory places 25% of the charge on
the B atom, versus 33% experimentally, tl.is is reasonable
agreement considering the simplicit:* of the theory and the
fact that we have not allowed our B to relax from the
bond-centered site. At this point, it would appear that the
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TABLE 1 Enexgy (m ¢V) and amphtudc of the E, state
deep-level wave function 7; on the B interstitial and its neigh-
bors Sil ard Si2, and the relative amplitudes of the s and p orbi-
tals, a; and B, respectively. Since the theory considers the
undistorted bond-centered site, the s-crbital contribution ¢ is
zero on all three sites {for E,; symmetry), and the amplitudes on
the two silicon atoms are the same.

Energy
Theory E.—0.39
Experiment E —0.15* E,—0.13°
Amplitudes: a B 7] /]
B . Theory 0.0 1.0 0.50
‘ Experiment® ' 0.17 098 . 057
8il Theory 0.0 1.0 0.05
Experime;:t‘- 0.27 0.93 0.39
si2 Theory 0.0 1.0 0.05
Experiment® 0.14 0.9% 044
" *Reference 1.
Reference 12.

theory is in satisfactory agreement with the data and that
the assignment of ‘B to a bond-centered site, or one slight-
ly distorted from it, is reasonable.

However, the theory predicts that only 0.3% (see Fig. 3)
of the B® deep level’s charge should be found on each of
the adjacent Si sites, whereas experiment finds over an or-
der of magnitude more, 15—19% for 5 (see Table D.

Such a discrepancy is aiarming, because this basic model -

has successfully obtained the observed wave-function am-
plitudes for deep levels associated with substitutional S7,

Set, and Te* in Si (Ref. 14) and AI** at the tetrahedral
intérstitial site in Si.> We have examined the theory and
tried different tight-binding host Hamiltonians'® to deter-
mine if this result is an artifact of the specific model we
have chosen. We do not believe that it is. We conclude,
in agreement with earlier work,'® that the observed large
charge density on the adjacent Si atoms is associated with
the fact that the neutral B defect is not on the bond-
centered interstitial site—either because the lattice has dis-
torted somewhat (as is known to be the case) or because
the assignment of the bond-centered site as the parent site
is incorrect. However, considerable distortion may be
necessary to cause 15% of the deep trap’s charge to reside
on each of the adjacent Si atoms. Hence, the present cal-
culations indicate a need for a thorough theoretical study
of the configuration coordinates of B in S$i, and the depen-
dence of the interstitial B deep lev el and wave function on
the position of the B atom in the unit cell.

It is interesting to note that the theoretical B® deep level
is almost nonbonding with its neighboring Si atoms—-an
-effect noted for interstitials on tetrahedral sites as well.2
Perhaps this nonbonding character, combined with the re-
versal of ordering of s and p electrons discussed above,
makes B especially vulnerable to lattice distortion and
may glay a role in its becoming a “‘negative-U"
center.
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FIG. 3. Amplitudes of the E,-symmetric wave function on
the interstitial site {solid line} and on one of the neighboring sil-
icon atom sites (dashed line) as a function of the deep-level ener-
gy E in the Si band gap. The arrow indicates the predicted en-
ergy- position of the B? interstitial. The solid triangles are the
B%interstitial data (Ref. 1) for the wave-function amplitudes on
the two nearest-neighbor Si atoms, and the open triangle
represents the data for the B sitc amplitude. The relative signs
of the amplitudes cannot be determined experimentally, but
have all been taken to be positive for deep levels near the
conduction-band edge.

We gratefully thank the U.S. Army Raearch Office (Con-
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this research, and we acknowledge stimulating conversa-
tions with M. A, Bowen and A. V. Granato.

APPENDIX

We briefly describe the calculation of bound energy lev- .
els of an interstitial at the bond-centered site. This calcu-
lation follows the same general procedure described in
more detail by Sankey and’ Dovv2 for the case of
tetrehedral-site interstitials.

The Hamiltonian of the host crystal plus the interstitial,
in a localized-orbital basis, is given by

Hy, W
H= Wfa} ’

where H is the Si perfect-crystal Hamiltonian, H / is the
Hamiltonian of the uncoupled interstitial, and W couples
the interstitial atom with the host crystal. H,, is taken to
be the empirical 10N X 10N sp’* tight-binding matrix of
Vogl et al.,* where N is the number of unit cells. The
Hamxltoman of the interstitial atom H’ in an sp* basis is
a diagonal 4X4 matrix with matrix elements ¢,, €, €,
and ep—t}'e s and p orbital energies. Only nearest-
neighbor interactions with the interstitial are included in
the calculation, so the only nonzero submatrix involving
the interstitial is 12X 12 (four orbitals on the interstitial
and on each of its two neighbors). The elements of W are
taken to be the corresponding elemems of the perfect-
crystal tight-binding Hamiltonian,* scaled with distance
according to Harrison’s'® d~? rule, where d is the
interstitial-host bondlength. '

(A1)




30 DEEP LEVELS ASSOCIATED WITH IMPURITIES . ..

The interstitial energy levels are given by
det[1 -G (EYW ]=0, (A2)

where G (E)=(E —H )~ is the Green’s function for a
(reference) Si interstitial coupled to the host crystal. H ¢
is the Hamiltonian of Eq. (A1) with a Si atom in the inter-
stitial position and ¥ is the difference betw=en the actual
interstitial Hamiltonian and the reference: H =H s+ V.
The numerical values vsed for the on-site matrix elements
of the reference interstitial are listed in Table IL."°

In the case of a bond-centered interstitial in Si, the in-
terstitial occupies a site of D3, symmetry. Thus there will
be eigenstates of 4,, symmetry, of 4, g Symmetry, and
of twofold-degenerate E, symmetry. The symmetrized
on-site basis functlons of the interstitial are

[ A g)= s},

| A= |p (7)),

| Eg,x)=|p:(J)),
and

| Egoy)=|py()),

where the z axis is defined to lie along the $i-J-Si axis,
and the atom is indicated in the parentheses.

The determinantal equation (A2) reduces to a set of
equations of the Koster-Slater type:*

(A G EY|A)=(A| VL),

where |A) is one of the basis states listed above in Eq.
(A3). The diagonal elements of the reference Green’s
function are given by

(A3)

(A4)

(MG EY|A)=[E — (3 Hig | M) =S\(E)]™',  (AS)

where we have

IN St 2073

TABLE 1I. Matrix elements (in ¢V) used.in the calculation,
vsing the notation of Ref. 19. These matrix elements were ob-
tained by scaling the bulk Si paramciers of Ref. 4 by d 7 (Ref.
18).

Wao={s(Si) | H |5(J)) = —8.300
Wapo=(s(Si)| H | pa(J)) =9.924
Wipa=A{po(Si) | H | pold)} =—2.860

prc=(P0(sn ?H ]p,(13)= 10.864

€,(Si)={s(Si) | H | s(Si)) = —4.200

&,(Si)={pISi) | H | p(§1)} =1.715

SUE)=(A| W Gy(EYW 1) . (A6)

The only matrix elements which we have not yet specified
are those of the perfect-crystal Green’s function
Go(E)=(E —H,)~'. These are computed from the
perfect-crystal nght-bmdmg Hamiltonian H, using the

special-points method.*'
For the twofold-deg:nerate E, level, Egs. (A4)—(A6)
reduce to

E—€,:Si)—2Wk [ {p.(Sil)| G, lp,(Sil))

+{px(Sil}| Go | px(Si2)) =V,
(A7)

Here the two Si atoms are denoted Sil and Si2.
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Abstract

Recent theoretical work on the physics of surface deep impurity states,

intrinsic surface states, and surface core exciton states in semiconductors is

teviaved., The Schoztky barrier ehights of the coamon semiconductors can be

understood in terws of Fermi-level pinning by varicus surface‘deep~levels

associzted ‘with nacive defects or defects produced by surface*treatﬁen:sq' The

_same theoretical framework, 'wbich has been successfully ~applied ;nﬂbulkv
deep-level problems, also provides a pood account of the physi§s 0f-'int:1ﬁsicA_"

‘surface state dispersion relations and surface core exciton states.
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I. Introduction

In the bulk ogla tetrahedral semiconductor, a single subsiitutional s-p
bonded impurity or vacancy will ordinarily produce four "deep" levels with
energlies near the fundamental band gap: one s-like (A;) and three p-like (T,)
[1]. Thege deep levels may lie within the fundamental band gap, in which case
they are conventioﬁal dzep levels, or they may lie within either the

conduction or the wvalence band as "deep resonances."

4 sheet of N vacancies
will produce 4N such deep levels - namely, the intrinsic surface state energy
bands, which may or may not overlap the fundamental gap {(to a good

approximation, insertion of a sheet of vacancles is equivalent to creating a

surface).

Intrinéic surface states have common wunderlying physics with deep
imﬁurities because they too result from localized perturbations of a
semiconductor [2], and so their energies can be relatively easily predicted by
extgnding to surfaces ideas developed by Hjalmarson, Vogl, Wolford, et al. [1]
for the deep impurity problem. This has been done by several authors
(31(4)1I5](61(7)[8]1(9)[10)[11][12],  most nmotably by Allen and co-workers

[13][14])[15][16][17].

Extrinsic and native-defect surface states also are governed by similar
physics, and are especially interesting in the light of the Schottky barrier
problem: Bardeen showed that modest densities of surface states on a
semiconductor can "pin" the Fermi level [18], forming a Schottky barrier. The
bulk.Fermi energies of the semiconductor, the metal, and the semiconductor
surface must align (Fig.‘l); If the semiconductor is heavily doped n-type, the

surface Fermi energy is the lowest empty surface state. The bands bend to
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accomodgte this alignment of Fermi levels, forming the Schottky barrier. Thus
the Schottky barrier height is the binding energy of the 1lowest naturally
empty surface sté%e, relative to the conduction band edge. In 1976 Spicer et
al. proposed that the Bardeen surface states responsible for finning the Fermi

energy are due to native defects [18][19][20]([21][22].

Surface core'excitons are similar to surface defect stétes, as can be
seen ‘by using the optical alchemy approximation [Z3] or the Z+1 rule [24].
Consider core excitation of a Ga atom at the surface of GéAs;‘ the radius of
the core hole is sufficiently small that the hole can be assumed to have zero
radius (i.e., the hole is equivalent to an extra proton in the nucleus). Thus
the core-exgited electron feels the potential'of an atom whose atomic chafge VA
is greater than ﬁhat of Ga'by unity, namely Ge. Thus the Ga core exciton
spectrum is approximately the same as the spectrum of a Ge impurity on a Gé'
site. Hence the core exciton states in semicondutors can be either ‘“shallow".
{(Wannier-Mott excitons) or 'deep" (Hjalmarson-Frenkel excitons), as is the
case for impurity states. The deep Hjalmarson-Frenkel excitons are similar to

the surface deep levels associated with impurities.

In this paper. we show that the physics of deep impurity leve;s,
intrinsic surface states, surface impurity states, Schottky barriers, and

Hjalmarson-Frenkel core excitons are all similar.

11. Deep impurity levels at the surface:

Schottky barriers and Fermi~level pinning
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The basic physics of most Schottky barriers can be explained in terms of
‘the Fermi-level pinningv idea of Bardeen [18]. Stated in a slightly
oversimplified form for a degenerately doped semiconductor  at zZero
temperature, the Ferml energies of the,metél, the bulk semiconductor, and the
semiconductor surface all align 1in electronic equilibrium. For an n-type
senmiconductor with a distribution of electronic states at the surface, the
Fermi level of the neutral surface is the energy of the lowest states that (is
not fully occupied by electrons. Electrons diffuse, causing band-bending near
the semiconductor surface, until the surface Fermi energy aligns with the
Fermi levels of the bulk semiconductor and the metal. This results in the
formarion of a potential barrier betweeen the semiconductor and the metal, the
Schottky barrier (Fig. l); For an n-type semiconductor, the Schottky barrier
height is essentially the energy separation between the surface state that is
the Fermi level and the conduction band edge. For a p-type semiconductor, the
barrier height is the energy of the highest occupled electronic state of the
neutral surface, relative to the valence band maximum. Thus the problem of
determining Schottky barrier heights is reduced to obtaining the energy levels

of the surface states responsible for the Fermi-level pinning.

In his original article, Bardeen focussed his attention on intrinsic
semiconductor surface states as the most likely candidates for Fermi-level
pinniﬁg. But he also pointed out that deep levels in the gap. associated Vith:
impurities or native Asurfacé defects could alsc be respo#sible for the

phenomenon.
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Following Bardeen‘s work, a mhjor advance occurred as a result of the
experiments of Mead and Spitzer [25] who determined the Schottky barrier
heights of many semiconductors, both n-type and p-type. Most of those old data
have been confirmed by modern measurements taken under much more favorable

experimental conditions.

However, after this work, the Schottky barrier problem was widely
regarded as wunderstood {26] in terms of concepts quite different from

Fermi-level pinning.

In recent years Spicer and co-workers have revived the  Fermi-level
pinning model and have afgued that the pinning is accomplished by native
defects at or ne;r the surface. Their picture is that during the deposition of
the metal native defects are created at or near the semiconductor/metal
ihterface, and that these semiconductor surface defects produce deep levels in

the band gap that are responsible for Fermi-level pinning.

Spicer’s viewpoint has been éontested by Brillson and co—wcrkeré {271,
who haveA cmphasized the importance of chemicél reactivity on barrier height,
The Brillson viewpoint gains support from the observation of well*&efined
chemical trends in the variation of barrier height with the heat of reaction
of the metal/semiconductor interface, as shown for anﬁP by Williams et al,
[28][29] [30] (F}g. 2)f (We believe that the Spicer and Brillsopjviewpointsican

be reconciled.)

Daw, Smith, Swarts, and McGill [31] have proposed that free surface
vacancies account for some of the observed Schottky barrier heights in III-V

semiconductors. Allen and co-workers have argued that antisite defects
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[32)1[33](34)135]1[36] "sheltered" [37] at the surface pin the Fermi energy for
most Schottky barriers between III-V semiconductors and non-reactive metals,
but that vacanciés become the dominant pinning defect when the metal is
reactive [36]. Thus the Brillson reactiyitf plcture can be unified with the
Spicer Fermi-level pinning picture: the chemical reaction merely changes the
dominant pinning defect. The experimental results of Mead and Spitzer [25],
Wieder [381(39]140], Williams [28}[29][30], Msnch [41][42][43][44][45], their

co-workers, and many others support this general viewpoint.

Moreover, the connection between the Schottky barriers formed at S5i
interfaces with transition metal silicides and the barriers between Iil—v
semiconductors and metals appears to be proviaéd by the récent work of Sankey
et al. {Aéjéa‘Fermi—levgl pinﬂing can account for the silicide data as well.
Thus a single unifying picture of Schottky barrier heights in III~V and
homopolar semiconductors appears to be emerging. And although this Fermi-level
pinning picture 1is o0 doubt oversimplified, it does provide a simple
explanation of the first-order physics determining Schottky batrigr heights;
and how the physics changes when the dominant defect switches as a result of

chemical reactivity.

It ‘appears unlikely, however, that the Fermi-level pinning 'ﬁechanism of
Schottky baf%ier formation is universal. Layered semiconductors appear not to
exhibit Fetmi-leyel piﬁning, but rather seem to obey the original Schettky
model [30].'This is probably because the layered semicon&uctors' surfaces are

relatively impervious to defects and do not have defect levels in the band

- gap.
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The;Fern$~1evelvpinning”mechanism of S@hdttky harrier'fbrﬁbtioﬁb has the
most advocates for III-V semiconductors such as GaAs and InP. However, even
for these material§ithgre are other proposed mechanisms for Schottky barrier

 fotmétion; most notably those of Freeouf {47] and Ludecke [48].

Studies of Si, especially Si/transition-metal silicide 'interfaces, hgve
focussed on the role of the silicide in Sﬁhottky barrier fdfmétion [49], iIn
contrast £o the studies of ILI-V’s, Thus,'prior to the recent wp;k of Sankey
et al.. [46]}, it was widely believed that Fermi-level ,piﬁning ‘was égg

responsible for the Schottky barrier at these silicide interfaces.

Thus the present state of the field is that Fermi~level.biani¢g has its
advocates for sonme semi¢onductors, but is not geﬁeraily accepted as a
universal - mechanism of . Schottky barrier formétioh,iﬁ espééiallyv at

Si/transition-meral silicide interfaces.

A central point of this paper is the Fe%gi;leQQl pinhiﬁg g22 fexplain' an
» endrmogsiyi Qide range of phenémena relevantfto Schpt£ky bérrier‘formation in -
111~V sémiéondﬁétors and in Si — which no other existing Vmodél‘ can do. in‘
fact, the authors believe Vtﬁét Fermi-leveln piﬁniug by??ative defects is
responsiblerbr the Schoftky barrier forﬁation in III~VVsemicondﬁctors and in

Si.

Our‘épp;bach to:the problem 1is simple: wetvcél¢§l§te Edé;p levels of
defects at*surfaces.and interfaées, and we use‘thésé'ca;cula;iénsrto inferpret
existing data in terms of the Fermi~level éinning wodel. To illﬁstrate our
:approach,» §e< first consider .the Si/transition*ﬁetaifsilicide interfgqe and

Fermi-level pihning by dangling bonds, as suggested by Sankey e:kal} (46].
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a) Si/transition-metal silicide Schottky barriers

A successful Eheory ~of Si/transition-metal silicide Schoitky barrier
heighﬁs must answer the following questiohs: (1) How aré the Schottky ﬁérrier
heighﬁs at Si/transition-metal silicide interfaces related to those at
interfaces of III-V semicanducths with metals and oxides? (2) Why is it that
Schottky barrier heights of 51 with different transition metals do not differ
by ~l eV, since changes of silicide electronic structure on this scalé are
known to oééur [50]7 (3) What is the explanation of the weak chemical trends
that occur on a “0.1 eV scale [§O}? (4) Why are the Schottk} barfier heights
of silicides with completely different stoichiometries, such as Ni,81, Nisi,
and N1812 éll“gqual to within ~0.03 ev? (5) Why are the Schqttky Sarrier
heights wvirtually indeéendent of the silicide crystal étructure? (6) Why is it
that barriers forw with less than a monolayer of silicide coverzge? (7) Why do
the Schqttky barrier heights for n- and p-Si very rearly add up to the band
gap of Si?7 (8) VWhat role do the d-electrons of the transitibn metal play in

Schottky barrier formation?

The answers to all of these questions are simple and straightforwérd, if
one proposes {(as Sankey et al. [46] have done) that the Si/transition-metal
silicide Schottky barriers are a result of Fermi-level piﬁning‘by Si dangling
bonds ag the Si/transition—-metal silicide interface. (1) Thg Fermi-level
pinning idea unifies the Si/transition-metal silicide Schottky barriers with
those found for the III-V’s. (2) The Schottky barrier heights’ indepehdence of
the transition-metal silicide comes from the fact that the causétive égent,
the Si dangling bond, is associated with the Si, and not with the silicide of

transition metal. (3) The weak chemical trends 1in barrier heights occur .
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' 'because the'cdifferenc transition-metal silicides repel the Si dangling bond
‘wavefunction somewhat differently, causinb it to lio glightly more or less in
the Si. (d,S) The~48chottky barrier heights vary very 11tclgfwith silicide
stcichiometfyrand éilicidefcrystél structure because Vthef SiA'dangling~bond
level 1is '"deep-level pinned" in'tﬁe sensevof Hjaimatédn et al. [1]: a large
chagge ip defect potential produces only a sméll change bin“the 1deep_ 1evei
respcnsiblc' for Fermi-level pinning. The ;cénsicidn_metai acbmc45ct:as inert
encapéﬁlants>with the electroniccproperties‘of'vacancies, bgcéﬁséctheir enefgy
levels are out of resonance with the Si. (6) Sub-monolayer bérriér formation
- occurs because the §i dangling~bonq defect responsible for"tﬁe _Fermi~1eyel
pinning is a localized defect that forms before'a full intérfaCe is formed.
(7) The Schottky barrier heights for n-S1i. and p-Si add up to the band gap
because (in a one-electron approwimation) the pxnning level assocxated with
the neutral Si dangling-bond at the interface is occupied by one electron, aﬁd’
80 can accept either an’ elec:rou or a hole: ;t 1s the surface'Ferm; leyel for.
both electrons ‘and holes — bath the lowest . partiaily embty 'scate and cﬁe
Vhighest partially filled state. (8) The d-electrons of the transition metal
atoms play no essential role 15 the transition—metal silic;de Schottky barrier
fcrmation; except to determine the occu#ancy 6f the s1 dangling bond deep

level; they are out of resonance with the Si at the'interface,

The\phygics of ;he‘Si daggling-hond, Fefﬁi—iével pinqiqg  mechanism - is‘
contained in the very’simpie model‘presented'by Sankey et al. {ﬁé}: to a gcod
approximation,‘a Si dangling-bond at a Si/transitton~motal silicide intcrface
iis the same as a vacancy in bulk Si with three of its four neighbovs replaced
by transition-metal atoms. To illustrate this physics, consider' first é

vacancy in bulk Si. This defect produces four geep levels néar the band gap: a
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non-degenerate A; or s-like level deep in the valence band (a ‘'deep
resonance”) and a three-fold degenerate Ty level in the band gap. The Si
dangling bond defect at a Si/transition-metal silicide interface differs for
the bulk 81 wvacancy 1in two ways: (;)‘éome of the nearest-neighbors of the
interfacial vacancy are transition-ﬁetal atoms rathef than Si atoms; and (2)
more distant neighbors are also different atoms at different positions -- but
the experimentél facrt that Schottky barriers form at submonolayer coverages
suggests that these differences in remote atoms.are uniwportant. Thus we can
imagine constructing the Fermi-level pinning defect by slowlyvchanging some of

the 6i atoms adjacent to a bulk Si vacancy into transition-metal atoms (Fig.

3.

To be specific we consider a S1/NiSi, interface, with a missing Si-bridge
atom. Thus (Fig. 4) the Si bond dangles into the vacancy left by the removal
of the Si bridge atom; this vacancy is surrounded by one Si atom and three N{

atonms.

How afe the Ni atoms different from S17 First, their s and p orbital
energies lie well above those of Si. Second, they each have an additional d
orbital, with an energy that lies well below the S1 s and p orbital energies
(and is not terribly relevant here). The very positive Ni s and p energies act
as a repulsive potential barrier to electrons, repelling the Si dangling bond
electron from their vicinity in the silicide and forcing it to reside alﬁost

exclusively in the Si.
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The effect of this positive potential bafrier due;'to‘ the Ni~Si
difference, as it is turned on slowly in our imagination, is to drive the
levels of the bulkGVacancy upward in energy. In fact, for Ni, the potential is
sufficiently positive to drive the T,*bulk-81 vacancy level out of the gap
into the conduction band. At the same time, the A, deep resonance of the 81
bulk vacancy is also driven upward. For sufficiently large and positive

potential, it pops into the fundamental band gap.

The Alvdefived level cannot be driven all of the way through-ﬁhe gap by
the potential though, because an (approximéte) level-crossing theorem prevents
this. A simple Qay.to see that there is an upper bound within the ga? for the
perturbed A; level is to consider a paired-defect of avvacancf VSihQith a
neighboring atom X. If the atom X is Si, then the defect 1levels are the Ai
(s-1ike) wvalence band resonance and T, (p-like) band gap deep'level of the
bulk Si vacancy. Ay énd T, are not good irreducible representatiph labels of
the (VSi,X) pair however; the A level becomes o-bonded and tﬁe.Tz,levei
produces one s-bonded and two w-bonded orbital, with the o-bond orientéd'along
the Vgy,X axis and with the 7 bonds perpendicular to it. Thus the unperturbed
(X=81) o ievels of the CVSi,X) pair are the A an& T, bulk Si vacancy levels..
The -interlacing or no-crossing theorem [51] states that a perturbation cannot
move a level further than the distance to the nearest ﬁnperturhéd level. (It
applies 'only approximately here.) Hence no matter how electropositive X is,
the (Vsi,x) ievel derived from the Si vacancy A; level cannot lie aﬁove ﬁﬁé Si
vacancy T, level. These considerations for gemeral (Vg;,X) pairs hbld for the
specific césé of (VSi,Ni) pairs, and carry over to the dangling bond defeét at
the Si/transition-metal silicide interface, which is a vacancy surrounded by

three Ni atoms and one Si. Thus the dangling-bond A, deep level is "dvep-level
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pinned" (as distinct from Fermi-level pinned) in the sense of Hjalmarson et
al. (1], and 1is 1insensitive to even major changes in the ' nearby
transition-metal g%oms. To a good approximation, the nearby transition-metal
atoms have the same effect as vacancles *(which can be simulated [52] by
letting the orbital energies of the transition-metal atoms approach 4=,

thereby decoupling the atoms from the semiconductor).

Thus the work of Sankey et al. [46] not only provides an explanation of
the Si/transition-metal silicide Schottky barriefs, it explains why
calculations for defects at a free surface often can provide a very good
‘description of the physics of Schottky barriers: the defects at interfaces are
"sheltered" [37] or encapsulated by vacancies or by metal atoms that have
orbital energies out of resonance with the semiconductor atoms; because of the
deep—level pinning, the free-éurface defects (which can be thought of aé
encapsulated be vacancies) have alwmost the same energlies as the actual

interfacial defects.

b) IlI-V 3chottky barriers

The Fermi-level pinning story for Si/transition-metal silicides holds for
Schottky barriers formed on I1I-V semiconductors as well. Here we summarize

the main predictions of the theory.

The basic approach ¢f the theory was to calculate the energy levels 1in
the band gap of thirty s- and p~bonded substitutional point defects at the
relaxed [53] (110) surfaces of II1I1-V semiconductors. With these results in
hand, Allen et al. examined Schottky barrier data in the context of

Fermi~level pinning and eliminated from consideration all defects that
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produced levels considetably faiéher than “0.5 eV (the theoretical
‘uncertainty) from the observed pinning levels. Interstitiai defécts were not
considered; they “have less of a tendency [54] to exhibit the decp-level
pihhing that is responsible for the experimental fact that different metals
produce similar Schottky barrier heights. Moreover, extended défects were not
considered initially, because it is known that paired-defect spectra are
intimately related to and similar to isolated isolated-defect spectra [53]. (A
more complete theory of Fermi-level pinning by paired defects, .especially in

GaSb where vacancy-antisite pairs are important, is in preparation.)

For clean sericonductors, the native substitutional defects . potentiélly
responsible for the commonly observed Fermi-level pinning are vacancies and

antisite defects (anions on cation sites or cations on anion sites).

In GaAs, the defects proposed by Allen et al. [32] as responsible for
Fermi~level pinning and Schottky barrier formation are the antisite defects.
The cation-on~the-~As~site defect accounts for trends with alloy compo#ition of
the Schottky barrier heights of n-type In1~xGaxAs and Gal_yAiyAs alloys (Fig.
5). The Fermi-level pinning of p-~InAs [56], which shows quite different alloy

- dependences ([57], is also explained.

This picture of Fermi-level pinning has been confirmed‘feéently by Ménch
and associates, who annezled Schottky barriers and showed that,tﬁe Fermi-level
pinning disappeared at the same temperature that the bulk (and presumably also

the surface) antisite defect is known to anneal [58].
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InP is an even more interesting material, because Iits Schottky ‘barrier
appears to depend on the heat of reaction of the interface [28][29}[30]; This
één be readily expféined [36] however in terms of switching of the dominant
Fermi-level pinning defect from an antisite defect for non-reactive metals to

a vacancy for reactive metals (Fig. 2).

Moreover, surface treatments are known to alter the"Schottky barr;er
height of n-InP, in a manner that can be easily understood in terms of the
theory [36]: Surface treatments with Sn or § produce shallow donor levels
associated with Sny, or SP at the surface, and these levels pin the surface
Fermi energy for contacts between n~InP and the non-reactive noble metalsh
Likewisé 0 and C¢ treatments lead to resctions with P that leave P-vacancies,
so that the surface Fermi¥le§él of treated n~InP interfaced with non-reactive
metals lies near the conduction band edge -- as though the meﬁals were

reactive.

Thus the Fermi-level pinning idea appears to provide' a simple and
unifying wunderstanding of a wide wvariety of Schottky barrier data in the

common semiconductors.

I1I11. Intrinsic surface states

The calculations of surface defect levels for the Scho;tky bargier_
problem can be checked by simultaneocusly evaluating sﬁrface state-energies'énd
comparing them with the considerable body of available data. The theory
underlying surface state calculations is basically the same as that for bulk
point defects or surface defects. It is quite simple, and Arequires only (1)

the well-established empirical tight-binding Hamiltonisn of the semiconductor
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[59] (the matrix elements of the Hamiltoniantéxhibit manifest chemical trends
from ‘one semiconductor to another), and (2) knowledge of the pdsitions of the
atoms at the surface. Thus a reliable treatment of the surface étates of a
semiéonductor requires an adequate model of the geometrical structure of the
surface., At present, no semiconductor surface structures are Abeyond
controversy [60], but two seem to be rather well accepted; the (110) surface
structure of III-V and 11-VI semiconducto?s with the zincblende
[53][61][62][63], and the (10T0) surface structure of II-VI semiconductors
‘with the wurtzite structure {62]. In particular,‘(llO) zincblende surfaces are
characterized by an outward, almost-rigid-rotation relaxation of the anion
(e.g., As in GaAs), with the bond between surface anion and surface cation
rotating through about 27° (I11-V’s) or 33° (II~-VI’s), and with small bond

length chahges and subsurface relaxations.

a) (llO).sarfaces of 111-V and II-VI zincblende semiconductors

Duriqg the past five years, a number of groups have reported experimental
and theoretical . studies §f intrinsic surface states at (110) zincblende
surfaces (31141151 (6] (71(8] (9] (10} (117112](13] (141 (151 (16](17][18]
[64][65][661[67][68][69][70]{71}[72}[73}. In Fig. 6, we show the most recent
calculatidn for the dispersion curves E(k) at the GaAs (110) surface [14],
together with the measured surface state cnergies fo Williams, Smith, and
Lapeyre [65] and of Huijser, van Laar; and van Rooy [66]. The calculation
employs the ten?band sp3s* empirical tight?binding model of Vogl et al. [59].
The agréement between theory and experiment is excellent. For exanmple, along

the symmetry lines X’M and MX (i.e., the boundary of the surface Brillouin

zone), the uppermost branch of observed states appears to be explained by Ag,
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the next sranch by the overlapping resonances A, and AZ', aﬁd the three lower
branches by Al', A3,'and CZ' Here "A" and '"C" refer to states localized
primarily on anioﬁeand cation sites, respectively. A detaliled comparison with
previous theoretical studies of the GaAs (110) surface is given in Ref. T[l4].
The primary additional features are (i) the states A1 through A5 and C1
through CA (in the notation of Ref. [7]) were located as bound states or

resonances at all planar wavevector X along the symmetry lines of the surface

Brillouin zone, and (ii) two ''new

resonances, A;’ and A,’ were  found. (The
branch Al' was reported in Refs. [5] and ([74], but not in the other
theoretical studies. The branch A,” had not been previously repbrted.) The
discovery of this additional resonrant structure 1s apparently due to an

improved " technique for calculéting bound states and resonances == the

“"effective Hamiltonian" technique [l4].

In Fig. 7, the theoretical dispersion curves of Beres et él. [(14] are
shown for the (110) surface of ZnSe, together with ghe measured surface state
énergies reported by ina et al. [1l]. Again, the agreement between theory
and experiment 1is quite satisfactory, being a few tenths of an eV near the
band gap, and.larger for more distant states. Some apparent discrepancies [11]
between experiment and previous theory were found to be resnlwved by a mdre

complete treatment of the resonances, using the approach described above.

Surface state dispersion relations have a1s6 -been calculated for GaP,
GaSb, InP, InAs, InSb, AP, A%As, ALSb, and ZnTe [14][15][161[17}. In none of
the direct-gap materials were intrinsic surface states found within the band
gap. GaP, however, was found fo have a band of unoccupied surface states that

overlaps the fundamental band gap and extends below the bulk conduction band
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edge. This ' 1is in accord with the experimentél féc;e:iof these Eemiconductdrs
oniy GaP has surface st#tes in the gap [18}[691[70][71][?2]. Qf‘the remaining
indirect-gap mater{%ls, the theory indicates that 1ntrinsic sUrfacé states may
be observable near the top of the band gap>in the indirect~gap AL~V compounds
[16], although the ‘theory is not sufficiently accurate to predict

unequivocally that the states will lie within the gap.

b) Si (100) (2x1) intrinsic surface states

After many years of intensive study by numerous groups, ‘thé:ev 1s still
controversy over the geometrical structures of the most thoroughly studied
semiconduéfor,surfaces: Si (100) (2x1) and Si (111) (2x1). For exanple, four
groups have recently given arguments for antiferromagnetic ordering of Si
(111) surfaces [75], whereas Pandey has proposed replacing the conventional
buckling model [76][77][78] of Si (111) (2x1) by a (110)-1ike chain model

[79].

In tﬁe case of .Si (100), argumenfs havé recéntly:'begn presented
[80]1(81][82] against the (2x1) asymmetric dimer model of Chadi [83]. (In the
asymmetric diﬁer model, adjacent rows of surface atoms dimefize, forming a
pattern of paired atomic rows on the surface.) The most telling of these
argumeﬁts invdlves fhe apparent disagreement between angle~resolved
photoemission measurements of the surface-state dispersion curves [64][65] and
theoretical célculations of these dispersioﬂ curves with conventional models

of the electronic structure as applied to the asymmetric dimer geometry

[83](84].
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Very recently, two new calculations have been perforﬁed independently
with improved models of the electronic structure [85][86]. The same conclusion
was reached in both® of these studies: the electronic structure calculated for
the asymmetric dimer model 1is in agréément witﬁ the measurements. This is
illﬁstrated in Fig. 8 (taken from Ref. [48]), where both the theoretical band
width of 0.65 eV and the detailed variation with the planér wavevector K are
scen to be in excellent agreement with the experimental dispersion curves. In
addition, there 1is quite satisfactory agreement between the theoretrical

surface band gaps and the 0.6 eV gap measured by Monch et al. [87].

IV. Surface core exciton states

.The same calculations that predict native~defect surface deep levels for
the Schottky barrier problem also yield surface core exciton emergies, because
the optical alchemy or Z+1 rule states that the Hjalmarson-Frenkel core
exciton energies are the energies of "impurities" that are imrediately to the
right in the Periodic Table of the core-excited atom [23][24]. Thus

core~excited Ga produces a "Ge defect" and core-excited In yields "Sn."

In Figs. 9 and 10, the theoretical exciton energies for the (110)
surfaces of the Ga-V and In-V compounds are compared with experiment [88].
Notice that the experimental and theoretical exciton levels for InAs and InSb
lie above the conduction band edge, as resonances rather than as bound states.
In the present theory this result has a simp}e physical interpretation: Like a
deep impurity state, the Hjalmarson-Frenkel exciton energy is determined
bprimarily by the high-density-of~states regions of the bulk band structure.

There is only a small density of states near the low-lying direct concuction
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"band:ndniuui (corresponding to the I'-point of ‘the Brillouin zone), but a large
density of states néar‘the higher, indirect X minima. Thus the conduction band

minimum near T has“?elatively little influence on the position of the excitonm.

~

The surface Hjalmarson*Frenke; core excitons have also. béen calcglaced
for the (110) surface of ZnSe and ZnTe [89] and are in good agreement with the
' measurements [90]. We conclude that the present theoretical framework does a
good job of explaining the basic physics of the "deep” Hjalmafson—Frenkel core

excitons, whether bound states or resonances.

V. Unified picture

Thus ore interlocking theore;ical framework successfully Eﬁredicts‘ the
correct >§hysics of (1) surface deep impurity levels and:Sdho;tky barrier
heights, (2) intrinsic surface states, and (3) HjaimafsoneFrenkel core exciton

states.
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FIGURE CAPTIONS

Fig., 1, Schematic illustration of Fermi~level pinning. Band edges of the
bulk’ semiconductor, the semiconductor‘ surface, and the Fermi energy of the
metal, the surface of the semiconductof, and the semiconductor are all shown
as functions of position. The lowest energy surface defect level that is not
fully occupied (before charge is allowed to flow) 1is denoted by an  open

circle. This 1level and the Fermi levels of the n~type semiconductor and the

metal align.

Fig. 2. Surface Ferml energy of n-type InP versus heat of reaction of InP
with the hetals Ni,‘Fe, AL, Cu, Ag, and Au, extracted from’data of Ref. [28],
assuming Fermi-level pinning. The theoretical Fermi—ievel pinning defect
levels for the surface P*Vacancy (VP), the native antisite defects (InP and
PIn), and the extrinsic impurities S on a P?site (Sé) and Sn on a surface In
site (Snln) are given at the right of the figure. The n~IﬁP data can be
interpréted as follows: non-reactive metals produce only antisite defects as
the dominantvdefects; reaétive metals and treatment of the surface with oxygen
and Q produce P-vacancies. Treatments with Sn and $ produce surface Sny, and

Sp as dominat defects, respectively.

Fig. 3., The totally symmetric (ai) -levels for a bulk Si vacancy,
surroundé& by one 51 atom and three X atoms, as a function of the defect
potential v, ncrmalized‘to the Ni defect potential, after Ref;"tﬁé]} Fo; V=0,
the X atoﬁs are Si; for V=Vyis the X atoms are Ni. The parent levels of the
isolated S1 vacancy are shown for V=0, The experimental Fermi~1e§e1 pinning
posi;ion for NiSiz.extracted from the data of G. Ottavianai, K. N, Iu; and J.

W. Mayer, Phys. Rev. B24, 3354 (1981) are denoted by a dot with a label ui3i,.
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Fig. 4. One type of interfacial vacancy "sheltering" a Si dangling bond,
after Ref. [46]. The geometry is that determined for the N1812/81(111)
interface determidgd by D. Cherns, G. K. Anstis, J. L. Hutchison, and J. C. H.

Spence, Phil. Mag. A46, 849 (1982). 0

Fig. 5. Predicted dependence of Schottky barrier height on alloy
compositions x and y of Inl_xGaxAs and GalnyA£yAS alloys, compared with data,

after Ref. [88].

Fig. 6. Predicted surface state dispersion curves E(k) for surface bound
states (solid 1lines) and surface resonances {(dashed lines) at the relaxed
{(110) surface of GaAs, after Ref. [l4]. The energy is plotted as a function of
the planar wavevector kK along the symmetry lines of the surface Brillouin
zone, shown on the right. The labelling is the same as that of Chelikowsky and
Cohen (Ref. [7]), with A; Ay, C;, and Cy mainly s—iike, and A3 A4, Ag, C3, and
C, mainly p-like. Aq and Cq are the "dangling-bond" states. Ag, Al', and AZ'
are largely associated with in~p1ane p-orbitals in the first and second
layers. The character of each state varies somewhat with the planar wavevector
K, and represents an admixture of all orbitals. The widths of the resonances
are typically 0.5 to 1.0 eV, but in some cases are smaller than 0.1 eV or as
large as 2.0 to 5.0 eV. The dots follow the continuous disperson curves
inferred by Huijser et al. (Ref. [66]) for the "clear" and "weak" experimental
features. The open squares represent the states observed by Qilliams et al.
(Ref. [65]). The data reported in Refs. [64] and [6] are consistent with those

shown here.
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Fig. 7. Predicted energies of surface bound sﬁates (solid lines) and
surface resonances (dashed) for the (110) surface of ZnSe, as function of the
planar wavevector té(kl,kz), after Ref. [15]. The surface Brillouin zone is
shown on the right; [ is the origin, ¥=(0,0). The bulk bands are shaded. E,
and Ec are the valence and cogduction band edges. The experimental features

identified with bound and resonant surface states in Ref. [l11], along the two

symmetry lines "X’ and X[, are indicated by the dotted lines.

Fig. 8. Dispersion curves for surface states and surface resonances at
the (100) (2x1) surface of Si, after Ref. [85]. The energy E is shown as a
function of the planar wavevectocr kK zround the symmetry lines of the surface
Brillouin - zone. Solid . lines represent results of the present calculations;
dashed lines are the measureme its of R. I. G. Uhrberg, G. V. Hansson, J. M.
Nicolle, and S. A. Flodstrom, Phys. Rev. B24, 4684 (1981;; and the dotted line
is the measurement of F. J. Himpsel and D. E. Eastwman, J. Vac. Sci. Technol. -
16, 1297 (1979), which were taken from [' to J° along the (010) direction,
rather than along the symmetry line [ to J“. E, and E, are the Si valence and

conduction band edges.

Fig. 9. Predicted and observed Ga 3d core surface Frenkel excitons
(double lobes) for GaAs, GaSb, and GaP, after Ref. [32]. The lower unoccupied
surface states (Ref. [13][14]) are represented by closely spaced horizontal
lines. E, and E_ are, réépectively, the top of the wvalence bgnd and the bottom
of the conduction band. The experimental results here and in Fig. 7 are those
of Eastman and co-workers {(D. E. Eastman and J. L. Freeouf, prl 33, 1601
(1974); 34, 1624 (1975); W. Gudat and D. E. Eastman, J. Vac. Sci. Technol. 13,

831 (1976); D. E. Eastman, T.-C. Chiang, P. Heimann, anf F. J. Himpsel, prl
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45, 656 (1980).).

Fig. 10. Predicted and observed In 4d core surface Frenkel excitons for

~

InAs, InSb, and InP, after Ref. [32].
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The height of the Schottky barrier formed at transition-metal/Si interfaces varies over a very small range ( ~ 0.4 eV)
considering the wide range of electronic structures possible from one end of the transition-metal series to the other.
Furthermore, the barriers are observed to form within a few monolayeis of metal coverage. suggesting that the barrier is a
property of the local bonding and that the true metallic states play only a minor role. A model has been developed 1o expiain
these facts in terms of the Fermi-level pinning mechanism of Schottky barrier formation. The physics contained in the model is
that of a Si dangling bond sheltered from the transition-metal-silicide by an interfacial vacancy. Since (i} the dangling-bond is
sheltered from the metallic-silicide and (ii) the atomic energy levels of the transition metal are out of resonance with Si. the
dangling bond {which forms a level in the Si band gap) wili be only weakly perturbed by the silicide. Thus this interfacial
dangling bond can pin the Fermi level a1 nearly the same energy for all the transition-metalsilicides. A tight-binding
calculation of the electronic structure of this defect at the NiSi, /5i(111) interface has been perfornied for an infinite interface
using the transfer-matrix technigue. The results of this calculation are described in terms of a very simple molecular mode’.

It is a remarkable fact that the S hottky barrier
heights for the whole range of Si/silicide inter-
faces varies over a relatively narrow range of about
0.55-0.87 eV in n-Si [1]. For a Si bandgap of 1.1
eV. this places the Fermi-level in the lower part of
the bandguap between 0.23-0.55 ¢V .ibove the va-
lence band edge. Here we argue that such barriers
can be undersiood in terms of Fermi-level pinning
[2] by a small concentration of Si dangling bonds
that are “sheltered” from the transition metal by
vacancies at the Si/silicide interface. This explana-
tion. which differs substantially from previous the-
ories of Si Schottky barrier formation {1.3.4]. uni-
fies the understanding of Si/transition-metal
Schotiky barriers with the generally accepted
model of Fermi-level pinning by native defects

[5.6] at (110) interfaces between IT1{-V semicon-
ductors and metals {7] or other overiavers. A more
detailed account of our work will be given
elsewhere [8].

The Tfollowing observations place severe con-
straints on any theory of Schotiky barrier forma-
tion at Si /silicide interfaces: (1) The barrier heights
for the silicides all lie within 0.4 ¢V of one another
for all the different transition meztals, stoichiome-
tries. and crvstal structures. (2) The barriers are
observed to form at low coverages before a com-
plete metallic silicide is formed. indicating that the
focal atomic bonding at the interface. rather thun
anv collective interface property. determines the
barrier [1]. {3) There are only slight variations of
the barrier height for different compounds of a

0304-3991 /84 /502.00 © Elsevier Science Publishers B.V.
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given transition metal [9.10] indicating that the
transition metal itself, rather than stoichiometry,
crystal structure, etc., determines the barrier. (4)
The barrier heights for n- and p-type Si very
nearly add up to the Si bandgap. This means that
the pinning level must only be partially occupied,
so that it may act as both an acceptor and a donor.

We propose that these observations can be un-
derstood quite naturally in terms of an interfacial
vacancy which shelters a Si dangling bond from
the effects of the transition metal. This dangling
bond has only a weak link with the silicide and is
only slightly perturbed by the tianstition metal s-,
p-. and d-orbitals, and hence is insensitive to. the
large variations (on a eV scale) one might expect

to occur when the transition metal is varied or’
when the stoickiometry or the crystal structure of

the silicide is changed.

To make these ideas specific, we consider a
particular example of such a defect — the example
illustrated in fig. 1 for the case of the abrupt
Si/NiSi.(111) interface. If the vacancy in fig. 1
were replaced by a Si atom, one would have the
bonding configuration determined by Cherns et al,
[11]. For the reactive systems under consideration
here (transition metals “eating” their way into Si).
a reasonable concentration of vacancies (~ 10"’
cm™?) appears quite likely.

Here we consider a very simple model of the
electronic structure of the defect shown in fig. 1.
This model is justified only by the results of the
more complete culculation described elsewhere [8].
but it reveals the essential physics of the problem.

[
t_J 81 veeanc,
NxS;z(ﬂ‘.)

o " o 128 o Ty T e i

S (111) .
s

Fig. 1. An example of an irterfaciol vacancy shehiering a Si
dangling bond. Replacing the vacaney by a Si atom gives the
geometry of the NiSi, /Si (1113 interfuce determined by Cherns
et al. [11).

In this simplified model, only four atoms are ex-
plicitly considered ~ those surrounding the
vacancy - and only one sp® hybrid orbital per
atom - which is directed toward the vacancy. We
first take all four atoms to be Si (tetrahedral
symmetry} and later change three of these atoms
into Ni (C,, symmetry) to simulate the Si/NiSi,
interface. '

Taking all four atoms to be Si. we construct the
A, and T, states of the bulk Si vacancy:

A (ay)) = 1(1¢e) +1d1) + 1) + ldad). (1a)
Ty(a,))= (1/\/5)(3]‘3’0) =160 = l$2) = le3)).
(1b)
My (e)dy = (1/V2)(18,) —1$:)). (1c)
T, (e).2y = (1/V6 )(16,) +1%3) ~ 2i$,)).  (1d)

where the orbital |¢,) is the hybrid orbital of atom
i. The energies of the A, and T, levels can be
described by two parameters ¢, and 7; here we
have ¢, = {(¢,|H|$,;) is the orbital energy of an sp*
hybrid, and —r=(¢;|H|¢;) for i#j represents
the interaction between two different hybrid
orbitals. These two parameters represent effective
interactions and are obiained by [itting to the bulk
Si vacancy deep levels. The A, level is resonant
with the valence band at E, = ¢, — 3. while the
triply degenerate T, level lies in the Si bandgap
and has an energy E; =¢, + /. We list in table 1

Table 1

The calculated A,- and Ty-symmetric encrgy levels for the
unrelaxed $i vacancy by several workers: the calculations are
either pseudopotential (P} or tight-binding (TB): ull energies
are in eV, and the tep of the valence band is defined 10 be the
zero of energy: the Si bandgap is 1.1eV: the two parameters ¢,
and 1 are simply obtained from the A, and T, energy levels (sec
text): the imponant parameter ¢, is the energy of a single
dangling hond and is found 1o lic in the lower part of the Si
bandgap in all cases

Type of calculation A, T, t €

P TB level level

Ref. {12} -1.10 0.70 0.45 0.25
Ref. [13] . -0.60 0.80 0.35 045
Ref. [14] -1.1u 0.60 0.42 0.16

Ref.[15] —055 075 033 043
Ref.[16] -086 051 037 0.4
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the A, and T. levels for three different preudo-
potential caleulations {12-14] and two tight-bind-
ing [15.16] calculations for the unrelaxed vacancy
in Si. From these levels the parameters ¢, and ¢
can be extracted ‘using ¢, = (£, + £y)/4 and
t=(Ey — £, )/4 Note that ¢,. which is the en-
ergy of a single Si dangling bond, lies in the lower
part of the 8! bandgap in all cases.

We next change three of the atoms surrounding
the vacancy into Ni atoms. We do this by raising
the hvbrid orbital energies of atoms 1. 2, and 3
{see fig. 1) from ¢, to ¢, + V. where V=5 eV [8]
represents the (large) positive difference between a
Ni and a Si sp® hybrid orbital. The symmetry is
now reduced from T, to C,,, and the possible
levels are of a, (o-like) and e (=-like) symmetry.
The states of e-symmetry evolve from two of the
T, lzvels of the bulk Si vacancy (the T,(e) levels in
eqgs. (1c) and (1d)), but are raised out of the gap
roughly lincarly with the potential V to become
resonant with the conduction bands. Since the
e-symmetric levels are not in the zap and are
metal-atom derived, they play no role in pinning
the interfacial Fermi level. and we will no longer
consider them.

The interesting levels are those of a;-symmetry

which are admixtures of the JA (a,)) (eq. (1a)) and
the [Ty (a,)) (eq. (1b)) levels of the bulk Si vacancy.
However, since the Si and Ni hybrid orbitals are
no longer degenerate, perturbation theory shows
that the effective interaction between Si and Ni
hvbrid orbitals is reduced from ¢ (~ 0.4 ¢V) for the
bulk Si vacancy to ¢2/V (~ 0.03 eV) for the in-
terfacial vacancv. A schematic energy level dia-
gram for a,-symmetric states of the bulk and
interfacial vacancies is shown in fig. 2. Note that
because Ni {or any transition-metal element) and
Si are “out of resonance™, a level is formed in the
lower part of the Si bandgap which is tied to the Si
dangling bond energy ¢, and is relatively insensi-
tive to the transition metal as long as we have
¥V = ¢, This simple model leads to the important
conclusion that for various transition metals. in-
terfacial Fermi-level pinning positions are nearly
equal to. but slightly helow, the “defect pinning
energy” €, of a single Si dangling bond.

We briefly mention the more rigorous calcula-
tions on which the simple model is based. A

* w— /_
£ EnV
{
{
conduction 1
I Y
—£1, ,
band H
oap t 1
£, — g e .
l — £, -3y
mienc
enee -3t
a b
£,

Bulk Si Vacancy Interfocial Vacancy

Fig. 2. Schematic energy level diagram of the a,-symmetric
levels of {a) the bulk Si vacancy and (b) the interfacial vacancy.
In (a) the hybrid orbitals at ¢, lie in the lower part of the Si
bandgap but interact strongly through r to produce the A level
resonant with the valence band and a T, level in the upper part
of the bandgap. In () the hybrid orbitals of Si and Ni are no
longer degenerate and their interaction is reduced by +/ V. This
brings £,  out of the valence band so that it now lies only
slightly below the Si dangling bond energy ¢,. (The a,-symmet-
ric representation refers to the C;, group appropriate for the
interfacial vacancy. Since C,, is a subgroup of Ty, the A, and
one of the T, levels of the bulk Si vacancy are also a;-symmet-
ric.)

tight-binding calculation was performed for an
embedded cluster of a vacancy and three Ni atoms
{including d-orbitals on Ni} in an infinite Si host
[8] using the Si tight-binding model of ref. [15].
The Si dangling-bond-iike level is found at 0.4 eV.
The d-orbitals are fouud to play only a minor role.
Since the .J-orbital energies lie well below the
Fermi level, they tend to push up slightly on the Si
dangling bond, but with a greatly reduced strength
because the d-orbital is not a nearest neighbor to
the dangling bond orbital and hence interacts with
it either through a small second-neighbor interac-
tion or indirectly via its interactions with the inter-
vening Si atoms surrounding the vacancy. (The
d-orbitals were taken to interact only with nearest
neighbors.) More sophisticated calculations for an
interface between semi-infinite slabs of NiSi, and
Si have recently been comipleted [17] using the
transfer-matrix technique [18] The tight-hinding
bands of NiSi, have been fit to the bulk bands of
Chabal et al. [19]. und the tight-binding model of
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Vogl et al. [20] has been used for bulk Si. Here the
interfacial vacancy level is found to lie at 0.13 eV,
Although the 1wo calculations give slightly differ-
ent results, and the estimates made for the dan-
gling bond energy ¢, in table 1 differ b ~ 0.3 eV,
they all show that the defect “pinning” level lies in
the lower part of the Si bandgap. Measurements
for a Si dangling bond quite similar to the one
described here [21] at the Si0,/Si interface show a
level at 0.36 eV [22]. As mentioned earlier. the
interfacial Fermi level for the «ilicides lie ap-
proximately in the range 0.23-0.55 eV,

Conclusion. The prosent theory is manifestly
based on local atomic bonding and a localized
defect, and is thus compatible with the experimen-
tal findings [1.9,10] that the observed Schotiky
barriers form before the completion of a complete
metallic overlayer. Since in this model the barriers
are determined mainly by Si. the barrier is affected
to a lesser degree by the nature of the transition
metal atom, stoichiometry. or crystal structure of
the silicide. Furthermore. since the dangling bond
is occupied by a single electron. it can act either as
a donor or an acceptor — this leads to very nearly
the same pinning position for both n- and p-Si, in
agreement with the measurements. This is to be
contrasted with Schottkv barrier formation on
III-V semiconductors, such as GaAs, where previ-
ous theoretical studies indicate that pinning is
often due to surface antisite defect levels [6] which
lead to different Fermi-level pinning positions for
n- and p-type semiconductors.
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are grateful to the US Army Research Office
(ARO-DAAG29-83-K-0122) and 10 the US Office
of Nava' Rescarch (N00014-82-K-0447 and
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The heights of the Schottky barriers for various transition metals on Si, Ge, diamond, and
Si, Ge, _, alloys are calculated using a defect model, in which the Fermi energy is pinned by deep

levels associated with interfacial dangling bonds.
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1. INTRODUCTION

When a transition metal is deposited on a Sisurface, it reacts
with the Si, producing a thin metallic film of transition-metal
silicide.’” At the same time a Schottky barrier is formed,
which makes the metal/semiconductor contact non-Oh-
mic.? A remarkable fact is that the barrier heights for various
different transition metals {forming silicides with a wide var-
iety of crystai structures and stoichiometries) are all equal to
within =~0.4 eV,** although the transition metals them-
selves have d levels and other features of their electronic
structures that vary by electron volts. For example, Ni, Pd,
and Pt, when deposited on n-type Si produce Schottky kar-
rier heights differing by ~0.2 eV {~0.63, 0.73, and 0.8% eV
are the barrier heights of Ni, Pd, and Pt, respectively) despite
the fact that the s-, p-, and d-electron energies of Ni and Pt
differ by =2, 3, and 3 eV.® This suggests that the Schottky
barrier height is primarily a property of the Si, and is only
weakly perturbed by the transition metal or the transition-
metal silicide.

We have recently proposed that the principal experimen-
tal facts concerning Si/iransition-metal-silicide Schottky
barriers can be simpi: understood in terms of Fermi-level
pinning by interfacial Si dangling bonds.” Simply stated, the
Si dangiing bond at the Si/silicide interface produces a deep
level in the fundamental band gap of Si. This one-electron
level, for a neutral interface, is occupied by nne electron and
one hole. It therefore determines or “'pins™ the Fermi energy
at the surface, being able 10 accept an additional electron or
hole According to the Ba deen model of Fermi-level pin-
ning by any surface state,” the surface Fermi level of the
semiconductor, the metal's Fermi level, and the bulk semi-
conductor’s Fermi level all align in electronic equilibrium.
This is accomphished by elecironic diffusion, which pro-
duces band beng -ig in the semiconductor. When the align-
ment is accomphished {Fig. 1), there is a Schottky barrier,
which for n-type Si has a height approxima.cly equal to the
cifference between the s urface conduction band edge and th:
surface dangling-bond deep level. For p-Si, th. barrier height

(34 J. Vac. Sci. Technol. B 2 (3), July-Sept. 1964 0724-211X/84/030491-05801.00

is the energy difference between the dangling-bond level and
the valence band maximum. Thus, with this defect and the
Fermi-level pinning model, the Schottky barrier heights for
n-Si and p-Si should {approximately) add up to the band gap.

This particular explanation of the barrier heights at Si/
transition-metal-silicide interfaces is especially appealing
because it involves Fermi-level pinning by a native defect,
and therefore makes contact with the current understanding
of Schottky barrier heights in III-V semiconJuctors, Several
authors,>*? Spicer in particular,® have espoused the notion
that Fermi-level pinning by native defects determines I1I-V
barrier heights—and a unified picture of the pinning by anti-
site defects in many cases and by vacancies {or other defects)
in other cases is now emerging.” "

In this paper we extend the idea of Fermi-level pinning by
dangling bonds at Si/transition-.netal-silicide interfaces to
interfaces of transition metal compounas with Ge, diamond,

5
2 N
Ebulk QB
C
Ebu—‘k——'—“““—"———ég"e —E, of
F F silicide
EV
Ebulk
v
Si Interface

F1G. 1. Schematic illustration of Fermi-level pinning at a Sisilicide inter-
face. Band edges for bulk Si and the Si surface. and the Fermi energies of the
metal, the Si surface, and bulk Si, arc all shown as functinns of poe o The
lowest energy surface defect level that is not fully occupr d (before charge is
allowed 1 flow] is denoted by an open circle. This fesel app:uximately
aligns with the Fermi levels of the n-type Si and the metal,
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and Si, Ge,, alloys. The model has the same features that
led to its success for Si/silicide interfaces”: (i} The pinning
defect is a dangling bond whose character is determined pri-
marily by the semiconductor; this leads to Schottky barrier
heights that are only weakly dependent on the transition
metal. (i) The formation of Schottky barriers with low cover-
ages of transition metals is explained by the fact that the
Fermi-level pinning is due to a local native defect—no ap-
peal to metallic bulk or interface states is necessary. (iii} The
observed chemical trends'® in the barrier heights ¢, for n-
type semiconductors interfaced with different transition
metals are explained in terms of the weak perturbation of the
dangling-bond level. (iv) The n- and p-type barrier heights
add up to nearly the band gap of the semiconductor:

¢B.n + éB.,p gEg&sp .

Il. THE MODEL

Weillustrate these ideas by considering a specific model of
a semiconductor/transition-metal-compound interface.
There are many different geometries observed for such inter-
faces; but here we consider a specific geometry, calculate the
dangling-bond deep level, and argue that the level position is
insensitive to changes in the interface geometry. For defi-
niteness we consider Ni as the transition metal and Ge as the
semiconductor, with a Ge/Ni-germanide interface. We are
unaware of any detailed experimental work concerning the
atomic geometry at such an interface, and so have used an
interface structure (Fig. 2} identical to that reported for Si/
NiSi,{111) by Cherns et al.'” We have a Ge “bridge atom” in
the nickel-germanide connecting the semiconductor to this
metallic germanide. It is bonded to three Ni atoms in the
germanide, and one Ge atom at the surface of the semicon-
ductor. The pinning defect is the dangling Ge bond that re-
sults when the Ge bridge atom is removed.

It is not necessary to fully include the nickel-germanide
metallic side of the interface: Since the Schottky barrier ¢,
in Si, and presumably also in Ge, occurs at low coverages,
only the local structure of the defect is essential. Hence we
can consider, instead of the dangling bond at the Ge/ger-
manide interface, a localized defect in bulk Ge of a vacancy
surrounded by one Ge and three Ni atoms. This is, out to

1 2 3

NI/

V. Missing Ge

Germanide

FI1G. 2. An example of a Ge dangling bond at a germanide interface. Atoms
1, 2, and 3 are transition-metal atoms, atom 0 is Ge, and Vis an interfacial
Ge vacancy. When the vacancy is replaced by Ge, th. geometry for the Ge/
Ni-germamde interface is the same as that reported for Si/NiSi, (111) (Ref.
17
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second neighbors, identical to the dangling-bond defect at
the true interface.

Now we imagine a “cycle” in whichk we {i) begin with a
vacancy in bulk Ge, {ii) convert three of the vacancy's nearest
Ge neighbors into Ni, and (iii} finally alter the more distant
neighbors on the germanide side to form semi-infinite ger-
manide. As we have argued above, this last step is not essen-
tial, because it has very little effect on the dangling-bond
deep level, and so we do not take this last step in the present
work.

A. The isolated vacancy in Ge

We begin by considering the isolated vacancy in bulk Ge,
and describing its deep levels using one sp* hybrid orbital
{directed toward the vacancy) on each of its neighbors. La-
beling the four neighbors 0, 1, 2, and 3, and denoting the sp*
hybrid*® centered on the ith neighbor and directed toward
the vacancy by [i), we construct the 4, symmetric (s-like}
and T, symmetric (p-like} states of the vacancy:

|4,y = (172)(10) + [1) + |2) + [3)),
|T2/7) = (12)7772(3]0) — |1} — |2) — [3)),

[TL,1) =27"2({1) - |3)),
and

|T54,2) =612 (|1) + |3) — 2]2)).

Denoting the Hamiltonian matrix elements between the four
hybrid orbitals surrounding the vacancy in the perfect Ge
host, e = (i|H |i) forany i and 1 = — (i|H |j) withjs4i, we
find that the vacancy energies are

E(d,) =€- 3,
E(T) =€+t

Thus, the two parameters ¢ and 7 can be determined uniquely
from the previously calculated 4, and T, bulk vacancy lev-
els. Virtually all calculations'®-** agree that the bulk va-
cancy level E{4,)is deepin the valence band and E (T,) lies in
the fundamental band gap for all homopolar group IV semi-
conductors. '

B. Effects of converting three Ge atoms to Ni

Now we convert three of the Ge atoms (numbers |, 2, and
3) surrounding the vacancy into Niatoms, in two steps: (i) we
increase the sp® hybrid energy eto¢ + Vonsites 1,2,ard 3, . -
where we bave V=5 eV,?® and (ii) we introduce d levels;
which are energetically deep in the valence band, only weak-
Iy coupled tc the dangling bond at site 0 (either directly,
through a second-neighbor interaction, or indirectly,
through a ring of five nearest-neighbor interactions), and al-
most irrelevant (as we shall se2) to the determination of the
dangling-bond energy.

When }” beccmes nonzero, the symm.etry of the defect is
reduced from T, to C,,. The |4,} and {T,,//) states of the
isolated vacancy are a,-symmetric {o-like} states of C,,,
whereas the two | T,, 1) states are e-symmetric ;7-like) states.
As Vincreases from zero to ~5 eV, the 7r-bonded e-symmet-
ric states are pushed through the gap into the conduction
band-—and become essentially irrelevant to the Schottky
barrier formation. The two 2, -honded states of the isolated
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vacancy, |4,) and |7T,//) are mixed by V, and are the inter-
esting ones for the Schottky barrier problem.

Thus, the essential physics is reduced to a two-level prob-
lem, involving the effects of ¥ on the a,-symmetric |4,) and
1To/7) Ge vacancy levels. The atoms 1,2, and 3 for V=0
are Ge, and their interaction is 7 {==0. +eV). Butfor V'~5eV,
the atcms 1, 2, and 3 are Ni, with hybrid energies out of
resonance with the Ge, and their effective interaction with
the Ge hybrid {in perturbation theory) is weak, t 2/ ¥~0.03
ev.

A schematic energy level diagram is shown in Fig. 3, for

various values of V. As the 1, 2, and 3 atoms are converted
_from semiconductor atoms into Ni {i.e., as Fincreases from O
to =5 eV, a value vetween 5¢ and 20z, see Table I}, the T,
vacancy level méves into the conduction band {and becomes
irrelevant). But the 4, vacancy level, which lies deep in the
valence band, and hence has often been ignored, is driven up
in energy by the electropositivity of the transition metal, un-
til it must bead over below the bulk 7, level (by an approxi-
mate level-crossing theorem), saturating for V-»« at the
hybrid energy €. Hence, further increasing V from ~5eV for
Niby an amount of order electron volts does not greatly alter
the energy of the dangling-bond level. The dangling-bond
level is “deep-level pinned” in the sense of Hjalmarson et
al.'?; it is semiconductorlike; and it is a deep level in the
fundamental band gap capable of Fermi-level pinning,.

If now we “turn on” the d-states, they press the dangling-
bond level upward only slightly in energy. Estimates of this
effect using Harrison’s scaling rules®® show that it is small
and that the vacancy quite effectively shelters the Si dangling
bond from the d-orbitals of the transition metal, even when
the d orbitals are nearly resonant with the dangling bond.
The d levels do play a minor role in determining the occu-
pancy of the neutral dangling bond’: It has one electron and
one hole—and hence, is the Fermi-level pinning defect of
both n-type and p-type semiconductors.

lil. RESULTS

We have used this simple model to predict the surface
dangling-bond deep levels of Si, Ge, diamond, and Si, Ge,.,
interfaced with their transition metal compounds. {We have
also confirmed that the essential physics of the model is cor-
rect by performing extensive and rigorous calculations for a
cluster of a vacancy and three Ni atoms in Si, and by explicit-
ly treating an interface between semi-infinite slabs of NiSi,
and 5i.%%) We first determine € and ¢ by fitting calculated bulk
vacancy levels. Qur results are presented in Table 1. The
matrix elements Vare extracted from tables of atomic orbital
energies.”> The deep levels associated with the dangling
bonds at various interfaces are then computed in terms of €,
t,and V. ‘

Slight variations in ¥ for different transition metals pro-
duce weak variations in gg, as expected [see Fig. 3{b)]. The
chemical trends with respect to such variations"*'¢ are ex-
plained by the theory.

Although the predictions of the theory for Schottky bar-
rier heights are gratifyingly close to the measured barrier
heights, the theory in its original form is limited by the ~0.3
eV uncertainty in even the best theoretical predictions of the
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TasLE 1. The calculated A4,- and 7,-symmetric energy levels for the unre-
laxed Si, Ge, and C vacancies from tight-binding theory. The dangling-bond
energy € and dangling-bond interaction ¢ are extracted from the 4 - and 7-
symmetric levels. All energies are in ¢V, and the top of the valcnce band is
defined to be the zero of energy. Other values of € for Si, determined from
reported calculations of the Si vacancy, range from 0.09 to 0.45 eV.

Eidy E{T) t €
si® - 110 0.48 0.40 0.09
Ge* -~ 0.98 0.04 0.26 -022
c — 065 2.43 0.77 1.66

*Reference 24.
®Reference 19.

bulk vacancy levels. To circumvent this problem we adjust €
to fit the interfacial Fermi level and Schottky barrier heights
for the Si/NiSi,{111] interface, and then use the predicted
changes in € from Si to Ge to predict the variation in the
interfacial Si, Ge,_, /nickel-silicide—germanide dangling-
bond level with alloy composition x. The results are given in
Fig. 4, and rather dramatically account for the observed
chemical trend in the Schottky barrier height,”” assuming
pinning by the dangling-bond deep level.

The theory also predicts a dangling-bond deep level and a
Schottky barrier height as a result of transition-metal depo-
sitions on diamond. We are not aware of any data for this
system, but we note that diamond/Al, /Au, and /Ba inter-
faces have been studied experimentally,”®* and should also
be expected to have dangling-bond states. The Schottky bar-
rier height obtained, assuming Fermi-level pinning by dia-
mond dangling bonds, is in excellent agreement with the
data {Fig. 5).

IV. SUMMARY

It should be emphasized that we have presented a simple
model which is meant to display the essential physics of Fer-
mi-level pinning by interfacial Si dangling bonds. The defect

4 a ki
[
&
?t—Tz et
€= £E— £ € € € —
i R T
v X:“ X —
A wt wat VBt w0t Voo
{A)
BULK (83
VACARE UETOR INTERFACIAL VACANG Y
v=0

F1G. 3. {a} Schematic energy level diagram of the A,- and T,-symmetric
levels of a vacancy in an elemental semiconductor. £, and £, are the con-
duction and valence band edges. (b) The g,-symmetric levels for an interfa-
cial vacancy surrounded by one semiconductor atom with orbital energy ¢
and 3 transition-metal atoms with hybrid energy ¢ + V. The levels for val-
ues of Vequal to ¢, 3¢, 5, 10, and o are shown. Note that for V> > ¢, the
band-gap level becomes “pinned™ to the semiconductor dangling-bond en-~
ergy €. Doublearrows indicate that the € 4 ¥ levelin theconductionbandis
off the figure.
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FiG. 4. Predicted Fermi level in the Fermi-level pinning model due to dan-
gling-bond defects in §i, Ge,_, alloys. Because of the theoretical uncertain.
ties in determining the dangling-bond energy, the theory has been fit to the
data for Si. The data for Siare from, e.g., Ref. 4, and the data for Ge are from
Ref. 27.

levels that we predict may be inaccurate by a few tenths of
eV, and are undoubtedly inhomogeneously broadened on a
=~0.1 eV scale, due to varying local environments.*®

The model is based on the idea of Fermi-level pinning by
defect levels, and therefore provides a unified explanation of
Schottky barrier heights for Group-IV as well as ITI-V semi-
conductors. No theory of Schottky barrier formation is uni-
versally accepted yet, but the defect model is by far the most

Diamond
E.=53
404
e .
& T
g 2 . < AuAlBa
\ .
E 20 \ L
Z f.... €
51 / \
/ Carbon
¢ Dangling-bond
E v = 0.0 7
/
Aq
20

F1G. 5. The 4, and T, levels of a C vacancy in diamond, after Ref. 19, and the
dangling-bond energy € for an interfacial vacancy. The data for (nontransi-
tion-metal] Schottky barrier heights on p-type diamond are shown for com-
parison (Ref. 28 and 29).
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widely accepted, and the only general theory for the techno-
logically important semiconductors that has not been mani-
festly disproven by numerous experiments. This is not to say
that defect mechanisms are the only means of Schottky bar-
rier formation;*"*? in some cases metal/semiconductor in-
terfaces might be produced without very many defects, in
which case metal-induced gap states™ might play a role in
determining the Schottky barriers. However, for years met-
al-induced gap-state theories have been widely viewed as in-
capable of providing a satisfactory general description of the
common ITI-V barrier heights, because they can consistent-
ly explain at most very few experiments. For example, data
demonstrating that (i) the n-GaAs Schottky barrier can be
annealed away at the antisite defect annealing temperature
while the p-GaAs barrier remains, and that {ii) the a-InP
barrier height switches from being =~0.1 eV ior reactive met-
als to 0.5 eV for nonreactive metals®® are easily explained
by a defect model but not by a metal-induced gap-state mod-
el.

The simple theory presented here accounts well for the
major observations concerning Schottiy barriers resulting
from transition-metal deposition on group-IV semiconduc-
tors: (i) Schottky barriers form at submonolayer coverages
because the Fermi-level pinning defect is localized; (ii}
Schottky barrier heights exhibit only weak dependences on
the transition metals, because the dangling-bond level is
deep-level pinned; (iii) details of the crystal structure, stoi-
chiometry, and interface geometry are minor perturbations
on the surface dangling-bond deep level, because the pri-
mary role of the silicide or germanide is merely to supply a
repulsive potential that pushes the deep dangling-bond level
back into the semiconductor; (iv) the Schottky barrier
heights for n-type and p-type group-1V semiconductors add
upto = E_, because the danglingbond level is both a donor
and an acceptor; (v} the variations of Schottky barrier
heights depend on the chemistry of the semiconductor, as
displayed in the dependence on x of the i, Ge,., barrier
height.
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The observed dependences on pressure of the energy gaps of Si, Ge, and GaAs at symmetry points
in the Brillouin zone are successfully calculated using a variational method based on density-
functional theory. The negative pressure derivatives of the gaps at the X point of the conduction
band relative to the valence-band maxima are due to the d states.

I. INTRODUCTION

In this paper we report successful a priori calculations
of the pressure dependences of the band gaps of Si, Ge,
and GaAs. The only inputs to our calculations are the
- crystal structures of the materials and the local pseudopo-
tentials of the atomic constituents. The theory is based on
a variational minimization of the total energy using a
Wannier-function basis and a density-functional formal-
ism applied self-consistently to the valence electrons.”?
Our calculated pressure dependences of the band gaps are
in good agreement with data; this suggests that local-
density theory accurately predicts the changes with pres-
sure of the band gaps despite the fact that in its present
form it yields poor predictions for the zero-pressure band
gaps themselves.

Previous theoretical studies of pressure-dependent band
gaps have employed the self-consistent orthogonalized-
plane-wave (OPW) method,' various semiempirical
schemes (such as those that fit the pressure dependences
of pseudopotential form factors®® or empirical tight-
binding parameters® to data), or a modified version of Van
Vechten’s dielectric theory.® To our knowledge, no suc-
cessful a priori theory has been reported previously,

II. METHOD

Following the fundamental work of Tejedor and
Verges,"? we minimize the total energy of the valence
electron system, with respect to the parameters B of basis
Slater orbitals. The relevant s and p orbitals for the elec-
trons of the nth atomic shell have the following radial
dependences:

Fr,B)=c,r"~'expl—B,r)
and

Fp(r,ﬁ?)-_—cpr"”‘lexp( ~Bpr),
where we have

¢ =28, V2 1/ o)
and

P=(28,) ¥+ VTl .

From these orbitals we construct the sp> hybrid orbitals®

32

& (D)= 1AV DF(r, B+ V3 vy 1 /PF, (8],
05 v () =[1/(@V D[ F(r,B5)+V3(v,, 1 /1F, (r,B5)] ,
and the bonding combination of the hybrids’

Sm(1,B)=(sinB8)$5,, (1)
={cosfid" . (r—v,a/d) .

Using the bonding combination’® and employing
Léwdin’s svmmetrical orthogonalization method we con-
struct W, (r,B), a set of Bloch-type linear combinations
of the orthonormalized functions, from which we can ob-
tain the Wannier functions,

Wn(O)=N"12F W _.(r,B)
k
BZ

{where the sum is over the Brillouin zone (BZ}] and the
local charge density

pnB)=23 F wnir—Rlw,(r—R) .
m r

The charge density is a function of the Slater parame-
ters B and the position 1. We evaluate the total energy,
which consists of the ion-ion interaction energy E;, the
kinetic energy T, the electron-ion interaction E;, the Har-
tree energy Ej, and the exchange-correlation energy E,,,
following established procedures.!!

“The total energy is varied (numerically) with respect to
the parameters 8 until a minimum is found. The critical
values of B determine the ground-state charge density and
can be used to construct the local-density Hamiltonian.
Diagonalization of this Hamiltonian using 89 plane waves
as a basis produces an approximation to the energy band
structure €,,,(k}, for m =1,2, ..., 89.

To determine the hydrostatic pressure dependences of
the band structures this method is repeated for several dif-
ferent lattice constants.

111, INDEPENDENCE OF THE PSEUDOPOTENTIAL

This approach is meaningful only if it gives results
which do not depend sensitively on the choice of pseudo-
potential from among those considered to be “good.” To
verify that this is indeed the case we have executed the
calculations for Si using three different pseudopotentials:
(i) the Hamann-Schliiter-Chiang first-principles pseudopo-
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TABLE 1. Calculated pressure derivatives dE,,,/dp (in meV/kbar) of the band gaps of Si using dif-
ferent local pseudopotentials.

First Hard Soft Semiempirical
Gap® principles® core’ core? Expt. caleulation
r.-r, 0.48 0.48 0.34 1x1e 1.3, A7¢
L.~L, 445 435 4.4] 6.2+0.4° 6.6 2.7¢
X,—X, 1.64 1.59 1.26 3.0 3.6,0 3.68
L.—T, 3.30 3.21 3.23 5.5,f 1.28
X.—T, —1.34 —1.42 —1.86 ~1.5 0.5, —0.18

“X,—T, means the gap from the top of the valence band at T to the conduction band at X.

PReference 13,
‘Reference 14.
9Reference 15.
*Reference 20.

fReference 5.
FReference 7.

TABLE Il Pressure derivatives dE /dp (in meV/kbar) of the band gaps for GaAs and Ge using the “'soft-core” ionic pseudopoten-

tial of Ref. 27.

GaAs Ge

Our Semiempirical Qur Semiempirical
Gap result Expt. calculations result Expt. calculations
r.-r, 10.50 10,74, 12.6° 11,4 13.3° 16.19 1535 11 1432 16.2°

107117 14.2¢

L.—L, 4.46 5.0 457 7.4¢ 6.28 7.5 7.1¢ 8.8
XX, 0.78 36,% 4.6° 2.36 5.5 440 54
L.~I, 2.93 2.8 6.2¢ 4,90 5.0 80, 5.44 6.6°
XTI, —2.52 - 1.34* -0.84¢ 1.8 -~ 1.11 -~ 1.5 -0.1,% 2.7°

*D. J. Wolford and J. E. Bradley, Solid State Commmun. {to be published).

*Reference 23.

‘As compiled in Ref. 22.

9Reference 7.
‘Reference 5.
TReference 22.
8Reference 24.

TABLE IV. Pressure derivatives dE,,,/dp {in meV/kbar) of
the band gaps of Ge using different basis sets of localized orbi-
tals in order to diagonalize the Hamiltonian.

4s 4p 5s 4s 4p 4d 45 4p 4d 55
TABLE IIL. Nonlinear pressure coefficients +d2Eq/dp? (in Gap {10 bands) {18 bands) (20 bands)
eV/kbar?) of the direct gap of GaAs and Ge. r.—r, 16.01 17.89 16.14
Theory L.—-L, 11.63 5.74 5.95
X —X, 7.50 2,33 2,07
Ge ~ 7041073 ~4.5 #)xi0-* L.~T, 9.83 4.67 4.64
GaAs ~1.88~ 107% -377x ~0.53

X.—-T,

3.62

0.6
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tential,'* (ii) the Harris-Jones “hard-core” pseudopoten-
tial,'" and (iii) the Schiiiter et al. “soft-core™ empirical
pscudopotential,'® which was adjusted to fit the Si band
structure at zero pressure. Our results are given in Table |
where the connection beiween pressure and lattice con-
stant is supplicd by Murnaghan's equation of state'®

p=[Bo dBy/dp)){(ag/a) *'% _17 .

Here B, is the bulk modulus of Si (978.8 kbar) and
dBq/dp is its pressure derivative (4.24)."7

The agreement among the pressure dependences of the
gaps as computed using the three pseudopotentials is ex-
cellent,'® even for the gaps from any symmetry point of
the valence band to the conduction band at X, where pre-
vious calculations with the empirical pseudopotential have
generally failed to produce even the correct sign for
dE ., /dp. This success causes us to extend Hamann’s'
conjecture—that different “good” pseudopotentials give
roughly the same band gaps {in local-density theory)—to
include pressure derivatives as well. However, unlike the
absolute band gaps, which are too small in local-density
theory, the pressure derivatives are predicted rather well.

Our predictions for the pressure-dependences of the
gaps of Ge and GaAs (using the pseudopotentials of Ref.
27) are given in Table II, and are in good agreement with
the data.?!

We have also computed the second derivatives of the
band gaps of Ge and GaAs and find that in these materi-
als the second derivatives of the direct band gaps are siz-
able (see Table II} as observed by Welber er al.?** for
GaAs and Ge.?

The reason that dE,,,/dp is negative for the gap be-
tween the valence band at I to the conduction band at X
is the strong influence of the d levels that lie in energy
well above the X minima of the conduction band. These
levels repel the conduction band at X, forcing it down-
ward in energy (relative to the minimum at I'); without
the d states the pressure dependence of the X conduction-
band minima is not correcily reproduced by the theory.

This is demonstrated in Table IV for Ge, where we
display ¢£,,/dp as computed with and without & orbi-
tals, in models with 10, 18, and 20 basis orbitals per unit
cell. The empirical pseudopotential method does not ade-
quately represent the cffects of the d states, and hence
does not predict the correct sign for dE,,, /dp at X.

1V. CONCLUSION

Hence we conclude that the derivatives of the band
gaps of Si, Ge, and GaAs, and probably other semicon-
ductors, can be predicted accurately using the variational
Tejedor-Verges localized-orbital method. The negative
value of dEg,,/dp for the gap between the valence-band
maximum and the conduction band at the X point of the
Brillouin zone is attributable to high-energy d states that
depress the X minima.

The success of the theory in computing pressure deriva-
tives of band gaps, despite the fact that all local-density
theories to date have predicted absolute band-gap energies
in error by typically 50%, is reassuring. This indicates
that the localized-orbital method can be used to study the
pressure dependences of deep impurity levels and the band
gaps of strained superlattices.

Finally, since the theory predicts pressure dependences
of absolute band gaps in good agreement with the data, it
also implies that the corrections® to local-density theory
necessary to produce the observed band gaps necessarily
must be volume and pressure independent—in order to
preserve the agreement between local-density theory and
data, as found here.
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The Green’s-function method, with an empirical tight-binding basis, is used to determine the deep
levels of the singly ionized and neutral impurities S, Se, and Te in Si. The impurity potentials are
determined self-consistently. The resulting theory accounts for the observed charge-state splittings
of neutral and singly ionized A4, deep levels, obtaining, for S, Se, and Te, 0.23, 0.22, and 0.19 eV (10
be compared with experimental valur. of 0.30, 0.29, and 0.21 eV, and with a self-consistent local-

density-theory value for § of 0.20).

L. INTRODUCTION

The ionization energy of a “deep” impurity in a semi-
conductor is defined as the energy required to remove an
electron (hole) from the occupied deep level in the band
gap to the conduction- (valence-) band edge, and depends
on the charge state of the impurity——namely, whether it is
tnitially neutral, or charged either positively or negatively,
with an integral multiple of the proton's charge. A deep
impurity level is one produced by the impurity’s central-
cell potential."? The charge-state splitting of a deep im-
purity level in the band gap is the difference between the
ionization energies of the impurity with charge Q and the
impurity with one fewer electron (or hole). Experimental-
ly, for defects in covalent semiconductors, charge-state
splittings are typically a few tenths of an eV: For exam-
ple, the ionization energy of 8% in Si {0.613 eV} is 0.295
eV larger than the ionizaticn energy for S° in $i (0.318
eV).>* The purpose of this paper is to account for chemi-
cal trends in the observed charge-state splittings of S, Se,
and Te in Si. '

The charge-state splitting of a deep level is a many-
body effect which results from the Coulomb interactions
among electrons. In a potential-scattering one-electron
theory, the type of theory one normally uses when plot-
ting a one-electron energy-level scheme or band structure,
the defect potential is state independent and the charge-
state splitting is identically zero. In one-electron theories
of the change-of-mean-field type, such as Hartree or
Hartree-Fock theory, the charge-state splitting is nonzerc,
because the one-electron potentials are state dependent.
To illustrate this point, consider atomic He in the Hartree
approximation, assuming s orbital wave functions of the
form exp(—Zr/a) , where Z is the effective charge and is
treated as a variational parameter. For the (1s)’ neutral
ground state, we have an effective charge Z.—:—f}; and
e(Z=%)= — 42 Ry, and for the singly ionized state,
we have Z =2 and €,,(Z =2)=—4 Ry.> The ionization
energy E; of He* is 4 Ry or 54.40 eV. The ionization
energy Ef of He" is

E)=E,o(Het)—E (He)
=€ (Z=2"-26,(Z =)+ U
r—(-f%} Ry,
where
U={1s,1s [e*/r | 15,15 y=() Ry

is the electron-electron repulsion imtegral. The charge-
state splitting of atomic He and He™, calculated in this
Hartree approximation, is 2.30 Ry: :

AE=Ef} —E}?
= —26,(Z =2)4+26,(Z=F)- U=(3%) Ry .

Experimentally AE is 2.19 Ry,® indicating that exchange
and correlation effects contribute of order 5% (aid
presumably can be neglected in calculations of charge-
state splittings for defects in solids).

For S, Se, and Te in vacuum, the experimental charge-
state splittings between the neutral (s°p* configuration)
and singly ienized (s°p?) states are 13.04, 11.75, and 9.59
eV, respectively.® However, the corresponding charge-
state splittings for the deep levels asscciated with S, Se,
and Te in the fundamental gap of Si are approximately
nwo orders of magnitude smaller: 0.295, 0.28¢, und 0.212
eV These small splittings, which are typical of deep
levels in semiconductors, are in accord with theoretical
predictions.® Roughly speaking, one of these orders of
maugnitude comes from the screcaing of the Coulomb in-
teractions, e:/er“.,. in the semiconductor by the dielectric
polarization of the valence banc. e=:12; the second order
of magnitude is attributable to ::e fact that the average
separation of correlated electrons occupying the deep lev-
el, 7y, is approxim +: iy a lattice constan' ~5.43 A rather
than a Bohr radiv .23 A. The electrons are separated
by such a large di--unce because the deep-level state in the
gap is antibonding and hostlike,"* with its wave function
spread primarily over the four neighbors to the chalcogen
impurity. Thus the average separation between clectrons

3910 © 1985 The American Physical Society



is roughly the distance between Si neighbors on opposite
sides of the chalcogen. (Recall that, in contrast to the
hostlike antibonding deep levels, the hyperdeep levels"? of
S, Se, and Te, which should lie =~ 15 eV below the
valence-band maximum, are the bonding chalcogenlike
states.)

In this paper we present an empirical tight-binding
theory of charge-siate splittings for deep impurity levels
in semiconductors and apply it to S, Se, and Te in Si.
Hence this work is complementary to earlier studies, using
local-density theory, of the S defect in Si.?

II. CALCULATIONS

Our model employs the Hjalmarson model of deep im-
purity levels,? the Vogl sp’s*® empirical tight-binding
model of electronic structure,” and the Haldane-Anderson
model of Coulomb effects.’ Although the Haldane-
Anderson model was originally designed to treat transi-
tion metals, it has been adapted by Sankey and co-workers
for the treatment of deep levels associated with interstitial
defects in Si.'! Since it provides an especially simple and

J

detf1 - GUE)V]=0=det [1--P [~ dEE—E)T' 3 |6 IBE'—E, Ko V|
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.
convénient scheme for executing self consistent calcula-
tions in a tight-binding basis, we use it to study the
charge-state splittings of substitutional deep-impurity lev-
els, including the chalcogens in Si.

The Schrodinger equation for the perfect crystal is

0 -
H '}}n‘x’”‘En?wnE" (

where En 0 is an encrgy band structure and e/’" [+ are Bloch
functions. A point defect or impurity breaks the transla-
tional invariance of the perfect crystal and induces some
perturbation potential V. The eigenvalue equation for the
imperfect solid is

Hi={H+ V)p=Ey . (2)

The formal solution of Eq. (2} in the forbidden band gap
is given by

Yp=GUAEWY , (3)

where GYE)=(E—H% ! is the Green's operator and is
real in the band gap. A nontrivial solution of Eq. (3) for
¥ exists if

Cy

Here P denotes a principal value integral. The perfect crystal Hamiltonian ¢ in the nearest-neighbor empirical tight-

binding sp’s*-basis model of Vogl et al.? is

P

H°= 3 [|iaoR)E, (iaoR | + |icoR+d)E; (icoR+d|]

e
i,o, R

+ 3 []iaoRYVyRR +d)(jeoR'+d | +H.c.] . V (5)

= . k4 ‘—'l
i.jje,K,R

Here i =5, py, Py, Pz» OF s* labels the orbitals, @ and ¢
denote anion and cation (for a polar semiconductor), o is
the spin ( 1 or i}, R specifies the unit cell, and H.c. stands
for Hermitian conjugate. The transfer-matrix elements
V;; are nonzero only between nearest neighbors. The
states |iaoR) and |icoR+d) are localized orbitals cen-
tered on the anjon at R and the cation at R+d, respec-
tively.>'? The defect potential for a single impurity locat-
ed at R =0 (taken here to be an “anion” site) can be writ-

ten as

V=13 ]| iag0) l"i‘,a(ia(ri}{
io
+ 3 licoR+d )V (icoR+d | , {6)

T
i,o.R

where the sum on R is taken over four neighbors, and the
basis orbitals at 0 are impurity orbitals. The impurity po-
tential includes a central-cell part, because that part of the
potential is responsible for the formation of deep levels; it
contains a first-neighbor contribution because the impuri-
ty wave function is located on the neighbors and neglect
of this part of the potential would lead to charge-state

f

splittings too small by a factor of =~10. The off-diagonal
matrix elements of the impurity potential are assumed to
be independent of the jonicity of the defect, in accord
with Harrison’s rule’” that they depend only on the bond
length. For simplicity, longer-ranged contributions to V
are neglected.

The problem of determining the deep-level energy E for
a given charge state has two parts: (i) finding E as a func-
tion of ¥ (that is, Vi, and V.., where i =5, py, p,., or ;)
by solving the secular Eq. (4) using the known Hamiltoni-
an H° and (ii) determining the appropriate self-consistenit
potential ¥, and the charge distribution determining it.
Since (i) has been discussed in detail elsewhere,"? we ex-
plain only (ii). .

For a free atom, the one-electron energy of the valence
electron in spin-orbital a (a=s1,si, pxt, ppT, P 1,
Pxls pyl, or p, i) for the given configuration {ng} de-
pends on the configuration and is approximated by the
following expression of Haldane and Anderson,'® using
three different electron repulsion parameters U, Uy,
and Ug,:

Eina} xEso‘*‘ 250U +2 npjo’Usp ; vl
o jo
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and

Eyolnal= E)+ zjnpjl,. U, + z-n,o. Uy, 8)
].0 o

where o is the spin (i or {), we have j=x, y, or z, and the
prime on the summation indicates that the self-interaction
is excluded. Here n, are the occupation numbers of
spin-orbital a and the,\ are integers (0 or 1) for the free
atom. Sankey and Dow!'! determined the five empirical
parameters E?, E[?, U, Uy, and Uy, using the require-
ment that Hartree-Fack s- and p-electron energies and the
observed ionization poten:ials of the free atoms be fitted.
In the solid, we assume that the electronic energy of an
atom is a continuous and differentiable function of occu-
pation numbers'* 1, with the same empirical parameters
U as those of the free atom— but with n,, not necessarily
integers. Here we have the notation u=(a,b, R), where b
is either a (for anion) or c¢ ifor cation) and R denotes the
position of the unit cell in the crystal. The anion site of
the central cell [see Eq. (6)] is denoted by D=(q,0).

The spin-orbita! occupation number is n#=nf,“p+nz,
where n, comes from the redistributed electrons in the
valence bands and can be found by integrating the local
spectral density of states D,(E) from — o to the top of
the valence band (zero energy), i.e.,

b= — f fIE)D,(E)E , : 9

h"re f(E) is unity if the one-electron state of energy E is
occupied and zero otherwise. The spectral densnty of
states D, (E) is related to the Green’s operator GXE) of
the perfect crystal by'?

D (E)=Ap|pE)|p)=(—1/m)Im{u|G(E)|u),
=(—1/mIm{p|[1-GAEW]"'GUE) |u), (10)

where p(E}=(—1/71ImG(E) is the state density operator
for the perturbed crystal, and the last relation comes from
Dyson’s equation.

The total spin-orbital occupation number includes a
contribution from the deep level and is given by

np=nu+ 3| v ), (11)
where | ;) are the wave functions of occupied discrete
states in the band gap. The wave function of the discrete

state at energy E in the band gap can be obtained by solv-
ing Eq. (3) with the normalization condition'*

1=(y|¥)=(YVGAE) | GUEIVY)

=(y]| V[GUE)*V [¥) . (12)
Since we have
0 2_ d |
[GHE)] = iE GYE), (13)

the normalization condition becomes

(|[/| V

GYE )= —1, 4
praiatalal 1 (14)
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Finally, the new matrix clements of the impurity poten-
tial can be constructed by the following:

V= | Vipg)=(u|H-H"|pu)
=E,(impurity) —E ,(host) . (15)

Now, the self-consistent scheme is implemented as fol-
lows: For the input impurity potential V. on each site,
we solve Eq. (4) for the eigenvalue E. Wlth this eigen-
value E and input V,, we compute the total spin-orbital
occupation numbers n, for the site by Eq. (11). These n,
give the new V, by Eqs. (15), (7), and (8). This procedure
is repeated iteratively until self-consistency is obtained.

II1. RESULTS AND DISCUSSION

The above methed was applied to S*, S° Se*, Se°,
Te*, and Te? donors in Si, because they are well-studied
substitutional impurities ar.d experimental ionization en-
ergies are available. For the unperturbed host Si band
structure, we used the empirical tight-binding model of
Vogl et al,’ which yields good band structures, including
the lowest conduction band, with an indirect band gap of
1.17 eV. In computing the defect levels, the self-
consistency scheme was iterated for those u referring to
the central cell only.'® Then, using Eq. (3), the wave func-
tions at the first-neighbor sites were computed, as well as
the charge densities n, [Eq. (9)] and the defect potentials
[Eq. (15)] for u referring to these sites. Then Eq. (4) was
solved for the defect level (without iterating the defect po-
tentials on the neighboring sites to self-consistency).'®

Qur calculations show that the neutral and singly ion-
ized centers each form an s-like 4, state in the band gap
and a triply degenerate p-like T, resonance state just
above the condu:tion-band edge. This A, state is pulled
down from the conduction band because the chal-
cogenides are more electronegative than Si. The A, state
is occupied by one and two electrons for the singly ionized
and neutral centers, respectively. Although the charge
states of the two levels differ by unity, only about 8% of
each deep-level electron’s charge resides within the central
cell of the impurity.'’~'® Ionization of the neutral i impur-
ity decreases Eand“p from 0.16 to 0.08, but n’ s in-

creases to almost fully compensate this effect. Thus the
valence electrons screen the deep impurity to make it lo-
cally neutral in the central cell, regardless of its global
charge state.

The predicted absolute ionization energies of the
chalcogen's deep levels are given in Fig. 1, where they are
compared with the data of Refs. 3 and 4. The agreement
is gratifying, especially since the theory omits the effects
of lattice relaxation,®® the long-ranged Coulombic
electron-impurity  interaction, and electron-electron
correlations—and hence can be expected to have an uncer-
tainty of a few tenths of an eV. Indeed, the agreement be-
tween theory and data becomes excellent if the theory is
shifted downward by ~0.3 eV. We are aware of one oth-
er self-consistent calculation of a charge-state splitting for
a chalcogen substitutional impurity in Si: Bernholc et al.*
treated S in Si. That theory predicted an A, state (.1 eV
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FIG. 1. Deep energy levels in the band gap of Si of the singly
charged and neutral chalcogen impurities. All energies are mea-
sured with respect to the conduction-band minimum or ioniza-
tion threshold. The theoretical predictions are denoted by solid
lines {with their energies underneath) and the data of Refs. 3
and 4 are given by dashed lines. Occupation of the A, one-
electron states by one or two electrons is denoted by solid circles.

below the conduction-band minimum, and found T';- and
E-symmetric resonances somewhat above the band edge.
After including the long-ranged Coulombic electron-
impurity interaction, Bernholc et al. predicted first and
second ionization energies for S of 0.25 and 0.45 eV—in
satisfactory agreement with our results of 0.01 and 0.24
eV. The theoretical uncertainties in the self-consistent lo-
cal density calculations are comparable with those of the
present work despite the orders of magnitude greater com-
putational complexity of that theory, which, because of
problems related to obtaining the correct energy-band gap,
must include many bands to obtain an adequate represen-
tation of the conduction-band spectral density in Eq. (4).
(The present work circumvents that problem, in effect, by

using an empirical fit to the conduction-band structure
and the density of states.”) Shimizu and Minami, using a
cluster molecular-orbital theory, predicted an ionization
energy of S* in Si of 0.57 eV.?! While this energy is in
excellent agreement with the data, the wave function asso-
ciated with this level appears to be quite different from
that determined experimentally.'®#?

The charge-state splittings of ionization energies
predicted by the present theory are (.23, 0.22, and 0.19
eV, and are in good agreement with the experimental
values 0.30, 0.29, and 0.21 eV (Refs. 3 and 4) for S, Se,
and ‘Te, respectively. The chemical trend in the observed
charge-state splittings, AEg> AEg. > AEq, , is correctly
reproduced. The value of 0.20 eV obtained for S by
Bernholc et al.® is slightly farther from the data than our
value, but this difference is not significant, and the two
theories should be viewed as giving the same prediction.

The predictions of deep-level energics obtained here are
very similar to tlose predicted by Hjaknarson ez al.!? us-
ing a non-self-consistent theory for neutral impurities. By
iterating the theory to self-consistency we have been able
to obtain charge-state splittings of the magnitude observed
experimentally. However, the present work shows that a
deep impurity tends to remain locally neutral in its central
cell, regardless of its global charge state. For deep levels
associated with single or double donors or acceptors in co-
valent homopolar semiconductors, the splittings are
known to be 0.2 to (.3 eV in magnitude, and can just as
accurately be taken into account by an ed hoc adjustment
upwards {downwards) of the neutral defect levels by ~0.2
to 0.3 eV for each extra electron (hole). Of course, this
should not apply to highly charged states of defects in
strongly heteropolar materials or to systems in which
there is significant charge transfer. For such systems, ful-
Iy self-consistent theories may be necessary.
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Localized Perturbations in Semriconductors.

Joux . Dow

Department of Physics, University of Notre Dawe - Notee Dame, 1IN 46550

1. — Introduction.

In these Jeetures we ontline a simple but generul theory of electronice states
assochited with Jocalized pertmrbations in semicondunetors. The basie problem
we consider is the « deep-level problem s, namely predicting the point-defect
energy levels that lie near the middle of the hand gap of a semiconduetor.
When we began work on this problem, a deep level was defined ax a level that
was not shallow, namely one more than 0.1 eV from the neavest band edge—a
level that could not be theymaliy ionized at room temperature. (That definition
has since been revised: see below.) Our own interest in the deep-Jevel problem
resulted from data of Wolford and Streetman for the X impurity in Gads, .1
alloys [1]. This impurity appeared to be shallow in GaP, having a binding
energy of snly =11 meV, even smaller thax the 33 meV ceficctive-mass theory
binding energy of the shallow donors 8 and Se. However, it became a genuine
deep level in the alloy for 2 o 0.5 and wmerged into the conduction band as a
resonance for x< 0.22 (kee fig. 1 [2, 3]). Thus the X impurity level was appar-
ently shallow (for r = 1), deep (for » =~ 6.5} and no level ar ol (for x < 0.22
as one wvaried alloy composition « continuonsly from GuP {(xr = 1) to Guds
(¢ == 0).

1'1. Gads,_ .. = The alloy host Gads,_, I, s a Dand strueture that is
well deseribed by the virtual-ervstal approximation (4] and varies contiruously
from the direct-map band strueture of GaAs (with the conduetion hand minivium
at "= (0,0, 0) in the Brillouin zone) to the indirect-gap strueture of Gal
{with the conduetion band minimum near the X-point: (27/e )1, 0. 0)) (see
fig. 2%, The band gap of Gads is'in 1he infra-red. Pare GaAs woul? it sueh
Helt beeanse the band gap is diveet, and the magaitude of the mowestum of ‘
a thermalized clectron-hol- paiv, Uk, — k], eait be equal to that of the emitt-d
photon, 27 2, which is essentially zero on the seale of 1l Brillonin zone, In
contrast, Gal” has au indiveet-gap band strnefnre, aud so o thermadized con-
duction eleetron las a significantly different wave veetor from a themalized
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Fig. 1. — Hlustration of the dependences of shallow and deep impurity levels on alloy
composition z in Gads,_, P, alloys, after vef. {2, 3). The zero of cnergy is the
vialence band maximum. The direct conduction band edge is I and the indirect edge
is X;. The N and O decp levels are denoted by solid lines. The shallow levels of 8
(or 8e¢) are denoted by dashed lines. Note that the direct-indireet cross-over occurs
for z =~ 0.45 and that the shallow-level binding energy is larger in indirect material
(becunse the cffective mass is larger).

hole. Hence pure GaP eannot emit light even thoungh its band gap is in the .
green—a highly visible part of the spectrum. The alloy has become techuno-
logically important. because, for » =~ 0.4, the hand gap lics in the visible
(red), but the band structure is still direet—hence this material is ciuployed
in red light-emitting diodes (LTEDs),

L2, Colwmn N site ing writies NoQy Sand Se in Gads,_ 1. — To fabrieate '
a light-emitting diode that emits in the vellow or the green from these alloys,
one needs a source or sink of erystal momentum, K= (2x/¢,)(1, 0, 0), so 1l
the selection rule k, — k, 4+ K =0 cav be satistied. Tmpurities can supply the
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Fig. 2. — Tlecironic energy band structures E(k) of Gads and Gal from L o I'te X
along the (100) {f.c. I"to X) and (111) (i.e. I' i0o L) directions of the Brillonin zone, after
AL L. Conex and 1. K, Beresrressun: Phys. Ler.. 141, 789 (1966). Note that the band
gap of GuAsz is direct ot in the infra-red; GuP has an indivect gup from the valence
Dand maximunat 7 to 1he eonduetion hand minimmn at A7 in the visible region of
the speetyune,

needed momerntuny, with the impurities most likely to ceenr on the columm V
site of Gads,_ 1, heing N, O, S and Se. Ironically, two of these impurities,
B oand Se, produece shalloe levels in the band gap of Gads, P, that lie close
to the conduction band edge and follow the edge as the composition varies.
But two do not. Oxygen lies several tenths of an electronvolt deep in the band
cap of GaP and its energy level decreases linearly as « decreases—itis « genuine
deep level by all definitions. The behavior of N (with respect to the valence
band maximum) is especially interesting: in Gal’ it is apparently shallowe with a
11 meV binding euneryy, and, with deereasing alloy compoesition », its energy
fevel decraases linearly, similar to the oxygen deep level, becoming o genuine
deep trap {(by the old definition: more than 0.1 ¢V from the conduetion hand
edge) for o= 05, At > = .22, however, the N level goes into the conduction
band. I other words, X appears to be shallow energetically for o == 1,is deep
for o == 0.5 and is a vesonance for # = 0 {see fig, 1). Moreover, the X jevel is
unattached to the conduction band edge, and dE/dr for this level is character-
istic of a deep frap sueh as Q. These facts led us to believe tlat N s, in facet,
a deep level whose energy aceidentally Jies elose to the conrduction band edge
in GaP aud beromes resomant in Gads—and focussed our attention on N as
the prototypical deep trap [3]

2. — The Yogl model of clectronic strueture.
The foundation for much of what we sl diseuss in these Jecfures is an

cimpivier] tight-bindivg theory of cleeironie stracture developed by Voo
et al (6] Thix theory s three distingnishing featnres: 0) T properly represents
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the chemistry of the sp® honding, beeause it has i basis which ineludes one s
orbital and t,]ir(’(f p orbitals at cach wlomic site (us well as one additionul «
orbital: s#), i) 1L pmdurcs{ indirecet-gap band stractures Tor 8i and Gl with
a minimum muanber of basi> fanctions, five per site. (Gtare sp™Tasix fight-
binding models do uot; the extre &% orbital produces the indireet bid stroetare
by pushing the indirect conduction band mininnun down in energy). jii) The
parameters of the Hamiltoninn exhibit manifest chemica] trends that are codified
in sealing rules: the dingonal matrix elentents are related to atonie energies,
and the off-dingonal mutrix elements are iInversely proportional to «2, the rguare
of the bond length (Harrison’s rule [7]).

This empirical Hamiltonian was arrived at by Voorn and HyanmansoxN after
a great derl of lnbor and represents an attempt Lo simultaneously deseribe the
cunergy buands of gixicen semiconductors. The Vegl medel drew mmels of its
inspiration from Harrison’s bond orbital muadel (8], which wag oue of the fivst
suceessinl attempts to develop a simple Thomiltonian for deseribing ehemical
trends for many semiconductors—it deserilied vilenee hand struetures rather
accurately. A distinguishing feature of the Vegl model is its ability to reproduce
general features of the lowest conduction bands os well,

The scaling rules for chemical trends in the purameters of the Vogl model
are very important. Because of them, the Vogl Humiltonian ean be generalized
to treat inhomogencous semicondnetors—even thowsh the information contained
in the model’s parameters comes exclusively from the known energy band
structures of homogeneous semiconductors. For example, if one atom is changed
{¢.g.. one P in Gal is replaced by a X atom), the matrix elements for the changed
Familtonian can be deduced by changing the host matrix clements according
to the scaling rules. .

The basic philosophy in real (R} space of empirical tight-hinding theory is.
similur to the philosophy for ordinary psendopotential rheory {in k-space):
remeove the distant parts (in R-spacce) of the Hamiltonian and Jump them inte
near-neighbor parameters that are determined empirvically,

Tight-binding basis functions nbk) ure contructed from (nnknown) loealized
quasi-atomic orbitals |nbR,)

(1) |nbk) = N~ S mbR;) exp [ik- R, + ik-v,],
7

where » = 8, . p,. p.. or s% specifies the basis orbital, we have b = a (anion)
or b = ¢ {(eation), k is the Bloek wave veetor, K is an andon sitedu a zineblende
structure, we hiave v, = 6, and v ix the poxition of the caticn relative to {he
anion. In this basix, the seenlar equation reduces to the 10 X106 system

(2) (H® — e(ki)) iy = 0,
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where we have (symbolieally) the Bloeh state

(3) 2y = 3 |nbk)(nbEk|E2)

n,b

In the |abk) tight-binding basiz we have the 10310 TTamiltonian matrix
(A=1,2,..,10

trat) el Ipaat fro) PRy [l Ir.e3 ‘Pach e il

s Fogas Vix,rlg, “ o & Vixa, prig Visa,perg,  Visa, porgy u "

e laongs F T = Pipan,aeigd o Vipaarigt  — Uipe,arigl 0 @ ” [ 3

Ipai u o ¢ arlgy Eipom 8 3 Tir,riga Vi, 419, Ver, 49, o - Vipn g,

I o = Viproarig, " Eipoay u Vergige Vg Veoog n — Vg,
{4) ) o Vg H 0 Eipam Peenig,  Tawg Ciong, u — Vipa, g,

ipeer Fieapeig? o Viz, oy Vg Vs ugs Bip.el o “ Vis*a, porgt n

iFwt Vestopergy o Yerougt 1%47,.5987 Tir gt 0 Ep.ory " Fista,pem? u

FIGER N A Vet Vir gt Vidorigh o [ Eipel Foracpegt o

noeh " o " [ " Vit pelgy Vists, porg, Vista,pesg,  Letm Fea®,x®ig,

jate} Ll o —Fipa.telyd e Vipa,atelgl o Pipaateigt f o W Tty iy Eutyr)

Here we have for k= (2afa,)(ky, &ty &) and a, the lattice constant

goll) = cos (ak,[2) cos (ka[2) cos (Aha)2) — § siu (ek[2) sin {oxhs[2) sin (h,[2) ,
(k) == — cos n?q/?) Sin (ko /2) sin (why/2) - 7 sin (ahyf2) cos (Thef2) cos (aly/2)
galk) = — gin (:‘-zi.-1 1Y 08 (72ha[2) sin (swhy[2) - 1 cos (hy[2) sin (hy/2) cos (mhyf2)
and

galk) = — sin (ak,[2) sin (7k./2) cos (ah/2) + i cés (Ak,[2) cos (aky/2) sin (akyf2) .

We have
(suRIHsaR) =- Efs, ),
(paR|H|paR) = E(p, a),
(scR|H|seR) = E(s, ¢) ,
(peR|H|pcR) = E(p, ¢)
(s*aR|Hla*aR) = B(s*, a) ,
(s*eR!H|s*cR) == E(s*, ¢) ,
A(seRIH scR) = Vs, 5),
A(paR|[Hip,+R) = V(x, x),
A(poaR U pedly = Ve, o).
A(xaR M jp, R} = Visa, joi',
Hp e H seR; = V(xe, pa),
Hs*aRp cR) = V(x*a, pe)

aned

1
d(p.aRIH s eR) = V(pz, s%¢) .
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Thix is the basie Hmiltenian to be used throughout the present work,
The reader should beeome fumiliar with it by working the followiing three
prohlems,

Problem 1. Compute the energy band strueture at k = 0 of Gu¥, tuking
vour zere of energy at the valence band maxinmm, Cempare your resuits
with fig. 2 of ref. [6]. For Gal’ the Vogl tight-binding magrix eclemeunts are

Ele,a) = — 81124, E(p,q)=11230, E(xc)=—21806, Ep, ¢) =111,
E(s*, a) = 8.5150, E(s*, ¢) = 7.1850, T(s,5) = — 74700, V(&) = 2.1516,

Ty gy == 5.13069, T(xa,pe) == 49771, V(sr. pa) = 6.3190.. T(s¥a, pe) = 4.6341
and 1 (pa, s¥¢) = 5.0050. (For other semiconductors, sce ref, [6].)

Problem 2. Compute the band structure at the X-point, k = (2x/¢,)(1, 0, 0),
of the Brillouin zone.

Problem 3. Write down the change in the Hamiltonian matrix, AH, in the
[nbR) Liasis for a X atom replacing 1" in Gal’ ot R = D, Assume that the bond
length does not change when N replaces I and that the matrix elements involv-
ing s* remain unaltered (because s* simnlates nonlocal effects of distant neigh-
bors). Negleet distinctions between the host basis orbitals [20R) and the cor-
responding impurity orbitals (in subsequent work, we shall actually be using
the impurity orbitals at the impurity site). Show that the matrix is 434 v nd
dingonal. Suppose further that the dingonal matrix element T, and T of AH
ure given by the \o-'l Hjaimarson sealing rules [6]

(Ger) ¥, = 0.8(1e(s, X) — 10(s, )

and

(60) . Vo= “'6(76(1)? N)—m(p. 1)),

where the atonmuoxhxta] energies w for X and I’ arve {6) wis. N} = — 25,7130,
w{p, X) = — 154383, w(s, I’) == — I18.9425 and (p. D) = — J1.6344, Finally,

using ref. [G], determine the numerieal values of the defeet potentials 7, and
Ty for 0. 8, Seand Te and for B, ¢, X, O and F. If yon have worked problem 3,
you luve set up the Hamiltonian for obtaining the deep levels-of N oin Gal'.

3. — The Iljalmurson -t »1. theory of deep impurity levels,

32, Qualitdive pomarks, — I the Tate 1950°% Koy and colluhorators des
veloped the effective-mass theery of shallow fpurities in semiconductors 0],
Aeccording to thix theoi v, an impurity suel as X substivating for As in Gads
produces i donor eleetron at orbits {he extra nnclear charge of S {relative
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to As) ina large hydrogenic orbit, the envelope wave fonetion for which satisfies

i SehirOdingey equation
{7} (—2m®) d — (Ze*ler)ly = (B —E )y,

where m* ix the condnetion hand effective muss, Z is the excess valence of the
impurity atom with respect to the host atom it replaces (unity for S ou an
As xite in Gadx), e is the Guds static dielectrie constant, and E, is the
cnergy of the conduction band edge {(at £ = 0 in GaAs)., This effective-mass
state has a total wave function that is primarily a product of this envelope
function and the periodic part of a Bloch function evaluated at the wave
vector of the conduction band minimum [¢, 10]: it iz made up primarily
from one band (the Gias conduction band, in this case). The effective-1nuss
state is hydrogenie and virtually 1009, hostlike. The impurity level is
«attached » to the conduetion band edee with a small binding energy of order
10 meV (18,6 eV(m*jm,)tfe, where m, is the frec-cleetron mass) and fol-
lows the edge when the edge moves as a result of externally applied pressure
or alloying (e, alloving GuAs with GaD). The shallow levels control the
electrival properties of the semiconduetor. and, although the impurity potential
in the central cell often deviates greatly (a few ¢V) from the Coulombic value,
— Zetfer, only the long-ranged Coulombic potential seems to have a significant
cftect on the shallow stares. (This should be bothersome, beeause central-cell
potentials of order 1 eV must produce sompe eflect on that scale.) Moreover, -
the shallow states are localized in k-space but delocalized in real space.

The efleetive-muss theory accounts for many of the data for imprity levels
in the band gaps of semiconductors: however, it does not account for many
facts. including the following: i) some isoeclectronic impurities, sueh as N
replacing I* in Gal’, prodnee levels in the gap despite the fuer that their valence
dillerences Z are zero, and ii) some levels in the gap lie far (more than 0.1 ¢V)
from a baund edge and are «deep levels». Early attempts to explain these
facts attempted to modify the effective-mass theory to produce larger binding
enereies,

A central point of the Hjalmarson theory [11.12] is that every heterovilent
substitutionad impurity produces both « deep levels» and shallow levels, and
that the «deep Tevels » do not necessarily lie in the fundamental beand gap, but
wmay be vesonant with the host bands. The deep and shallow states are two quali-
tutively different 1ypes of impurity states that coexist, but are rarely ohserved
sintltanconsly. Deep levels are coptralled By the central-cell potential, have
wite funetions that are linear combinstions of wave funetions from many
(> 10} host hands, are often antibonding iy ehavacter and are fargely hostiike.
The deep-level energies are of ten it taehed 1o nearby had edges and do 1ot
Tollow thens when they move as a result of pressure or allovivg, Deep impurity
states are localized inoreal space and deloenlized iu Espace, The apperent
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« hinding energy » of 2 deep level relative 1o a neohy hand edge is often large
{tenths of ¢V} in mugmitude and-ean be negative, When o deep Ievel falls in the
fundamental band gap, it can trap exeitons or eharge varviers, often euls neing
the nouradintive recombination of eleetrons :oul holes, Thus deep levels 1end
to influence the optieal properties of semicor duectors even at concentrations as
Jow as 10%/em®,

In these lectures, we limit ourselves to levels associated with sp3-bonded
substitutional impurities. (For dizcussions of interstitial sp*bonded impnrities
and transition metal impurities, sce ref. [13] and [14]. respectively.) "Thus, in
the energy vicinity of the vand gap, for vubstitutional impurities in tetrahedral
seconductors, we expect exactly four deep levels to originate from the sp?
bonding, three of which ave degenerate: a slike A, Ievel and a p-like tviplhy
degenerate T, level. (4, and T, are ieredueible representations of the tet -
hedral group T,.) If these «deep levels» due to the central-cell poteniial
all happen to lie above the conduction band edge, as in the ease of GaP:s,
(8 on a P site in GaP), then the only levels in the gap are the shallow levels
associated with the long-ranged Conlomb potentinl—and S.is termed a shal'ow
impurity because only its shallow levels ave observed in the gap. If ohe of the
deep levels due to the central-cell potential falls within the fnndamental hand
gap, as with Gal:0,, then the impurity is termed «deeps, But a central
point is that both shallow and deep levels of the same i:islmrity coexist (fig. 3):
they are distinet (although deep levels near a band edge may hyvbridize with
shallow levels). Isoelectronie defects, such as Gal’!N,. have no long-ranged
Conlomb potential and henee no slin-]IO'yx' levels; all of tl.eir defeet levels (except
possibly levels associated with a sirain field surrounding them) ave «deep o,

32, Energy scaies and the nature of the theory, — Before construeting a theory
of deep impurity levels, one shonld first determine the important physies,

To begin with, the bonding in semiconductors iz #p® in character, and a
proper treatment of a localized defeet state nmst sceonnt for this, The spectral
distribution of the sp® bonds rovers == 20 ¢V, the combined widths of the valence
bands and the lowest conduetion bands, ‘ ‘

The defect ']!Of(’llli:l] i the eentral eell ean be erudely estimated ax the dif-
ference hetween the atomic energies of the defeet and the host atom it repliees
—uand is typically several electronroll i magnitude—of order 3 ¢V, 7 eV and
15 ¢V for 8, X and O ()] on the P site) in Gul' .nd 4 eV for 1P in Sic The faet
that the central-eell defoet potential is so Inrze <hould be (‘*xtm*nnb]j mzzling.,
especially in the eas of the shallow donors 17 in %i and N, i Gal—heviuse Ni-
ture vegnires that a pertinrbation of severalelectrenvolt exhibit itself on g scale of
order of eleerronvolt, and the shallow hnpurities appear st tirst ghinee 1o exhibit
con vquenees of the centrid-vell defect potentinl on ondy the milliclectronvolt
seale, The resolniion of thix dileinna Hex in the faet that the sadlow doners
also produce ¢ deepresonsies<o, guesi-lecalized stites at energies of order 1 ¢V
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Tig. 3. ~ Schematic illustration of the diference between «shallow » and «decp»
spt-bonded substitutional {(donor) impurities, after ref. [3]. The shallow encrgy levels
in the band gap are dashed. The deep levels of A; (~-like) and 7, (p-like) symmetry
are denoted by heavy lines. In the case of a «shallow impurity » the deep levels arc
resonamnces and lie outside the fundamental band gap; for u « deep impurity » at least
one deep level lies within the gap. The lowest level is oceupied Ly the extra electron
{dark cireles) if the impurity has a valence one greater than the lLost atom it replaces
{e.g.., 8 or O on a P site in GaP).

above the conduction hand minimum; the existenee of these resonanees has
bheen appreciated only recently. This notion, that impurities produce «deep»
levels above the conducetion band minimum, requires i new definition of « deep o,
Tlhe old definition was that any level in the funduamental band gap more than
0.1 ¢V from the nearest band edge was « deep». Now, following HIALIMARSON
et al., we define a deep level as mme whose physies is controlled by the eentral-
cell porential; as a result, ¢ deep » levels now may have very small (< 0.7 ¢V)
binding enecrgies {(such as the X level in Gal’) or may lie above the conduetion
band edge with «negative binding cuergies», resonant with the host Iands
{(« deep resonaneces»). They may also le resonant with the valence bands
(binding energics greater than the band gap). .

In addition to the eentral-cell poteniial, severe] other physieal efis els jnflu-
caee deep levels on g seale of a few tenths of an eV, These include Tattice relax-
arionaround the defeet [157 and charge state splitting 16,177 of the defeet Jevels
{e.g.. the difference due to electron-cleetren interncetions in the 8 and & one-
clectron energy levels in 8i). Furthermore, the ConJomb potentind ontside the
central voll, — Zetler, is also of ovder 01 ¢V fur v > a0 Tu nimeh of the work we
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disenss, we negleet all sneli effeets of ovder 8.1 eV oand conteentrate on prediet ing
the chemical trends in deep energy levels, from one impurity to another or
frem onue host to anoether, Dy negleeting these effeets, we obitain 2 very simple
theory in which the defect potentinl mmtrix is dingonal (in 2 Joealized hasis)
and is localized to the central cell of the defect—Dbecause of the sealing mles
of the Vogl tuimiltonian,

The band gap of a typies] semiconductor is =1 eV and studies of deep levels
are direeted toward determining the Jevels with on acenraey of <1 V. Tow-
ever, the band gap cnergy I8 not a seale of phyzieal relevinee to the deeps
impurity problem, hecanse deep levels (whetlier « bound s in the gap ov rexonant)
are nnattached to bind edges, Instead the band gap energy determines the
seale of ebsercability of wmost deep levels. A simpie way to think about deep
impurity levels ix that they lie thronghout the = 20 eV range of the «p® hond,
but that ondy the small finetion of these levels that lies within the « window »
of the band gap is observable by conventional means, Henee 2 eomplete
desceription of deep-level experiments on the seale of obzervability of deep
levels requires a theory with an aceurtey of 0.1 ¢V oont of 20 eV, or 0.5, Xo
contemporary theory is enpable of such an aceuracy; the best aceuritey achiev:
able is a few tenths of an ¢V, Therefore, the goal of theory should not be to pre-
dict the absolute energ'iqs of deep levels in the band gayp, becunse thisgoal is pres-
ently unattainable. Rather, theories should be constructed with the intent of
simply displaying the physics of deep levels, predicting ehemnieal trends in data
und predicting gnalitative phenomenn—sueh 2x suggesting the conditions under
which a deep resonanee shordd descend into the band gap and heconse a bound
deep level. '

Beeause of the intrinsic limitations of contemporary theory, HIALMARRON
et al. construeted @ theory of deep levels that considered enly the central-cell
imparity porential of the defeet. The theory can be and has been modified
to inclnde L. utice relaxation, charge state splittings and the long-ranged part
of the sereened Conlomb interaction, but the reguivement of simplieity is hest
met with the Hjalmarson model. In fact, the model's predictions have turned
out to Le in remuarkably good agreement with the duta.

In 1969 LAxx00 and LENGLART [18] predicted rhe deep energy level of the
dimond vacaney nsing a simple tight-hindivg moedel. Their approach prediets
deep Jevels in good agreement with the most reeent caleulitions [19-26], and
their tight-binding idexs provided an essential guide for the development of
the ITgalmarson theory, The two elements that are missing from that early
work are i) an aeenrate treatiest of beth the sp® character of the chemieal
boad and the indiveet conduetion hand struetore aud i) o qii;in1it:sti\'v preserip-
tion for predicting the deep Tevels of Impurities as well as vacancies, that is,
a seheme for determining the defeet potential of an impuerity, (For a vaeaney
the defect potentinl ix intinitely positive, as shown by Laxxoo and LENGLanT,
cantsing the defeet «atom» (o be decoupled from the host by virtue of 1he
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infinite-energy denominators in pertnrbation theory.) Snbsequent tight-hinding
lenries of deep impurity Jevels met with varving degrees of sueeess, hut a
stgnificant improvement oceurred as a vesult of the work of Vogl of af., which
produced the spie® Hamiltonian with manifest ehemical trends in s parineters
atel with adequate conduetion hands,

3'3. Hinlmarson theory of deep lerels. — The Mialmarson theory of deep
impneity levels is 1 Green's function (heory of the type proposed ovigiually
by Kostir and Starenr (271 The host Hamiltondan matrvix HY is the Vegl
Hamiltoninn, eq. (4). Beeause Iattice relaxation and changes of bond lengtl
Imve been negleeted, the defeet potential matrix T, in the sp3«® basds localized
at cach xite, is zero except at the impurity site and is dingoenal at the impurity
site:

M) (}f/»R! 'E)t'b'R') P~ h(:,l"‘sn,k'(’n,n'@f‘"'

Here ¢ is the Kronecker delta-funetion and we have ¢ = (1., 15, 1. 1,063
T, and T, are given by egs. (G). The Humiltonian is

) - H=H T,

Because the defect potential mi-trix is loealized, a Green's function method
is useful. Normally to find the impurity levels in a crystal of X unit cells with
twe atoms ner cell and five orbitals per arom, gne must sulve by brute foree
a 10N % 10N matrix equation. With a Green’s fnnction method, one need only
solve a 434 matrix: the size of the defect rather than the size of the eryxtal.
In fact. tetrahedral point-gronp symmetry redunces this 4 x4 matrix to four
1x1 matrix equations, )

The Green's funetion mairix for the perturbed crystal is
(16 G(E) = (F — H)

and is related to the nuperturbed Green's fanetion

(1) GUE) = (E — Hey = ¥ [ki(F — E ) ki
ki

by Dyson’s equation

(1) ' G G0 (VG

(Vertiy this by mmitiplyving on the left by £ —~ H® and on the vight by 1 — J1)
Tise formal solution of Dyxen®s eguetion is the matrix

(13 Gz 1= GV G0,
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which s nonteivial solutions at the energies deternined by the secular eguation
{14) det {1—G"FV] =0,

Taking nmtrix elements of the secular egnation in the wAR) haxis, we find the
cigenvalie equations for the deep-Jevel energy F

(13) Vil= (sDG"sD) = P X («D'ki> */[E — E,,]
K}

and

(16) , ;1= (p.D|G"p. D).

Rewriting these results in terms o1 the Jocal host spectral densities I (E7)
and Df (E'), we have [28]

(17) 7o = Pﬁlﬁ’z)gt(ﬁ*)/[za —E1
V and -
(18) | V=P J?dE’Dgg(Ef) LB~ E]
with -
(19) DYB) = (nDI}(E~ HYD) = 3 D70 E = Er)

To see how these results, egs. (17) and (18), are obtained more directiy,
it iz nseful to take matrix elements of Dyson’s equation (12) in the [niR) busis
and to consider the impurity site bR = D; we have

(20) (nD'G ' D) = (DG’ D) -+ 3 (nDiG*rD) e, (+DiGin' Dy |
.

where n, »' and » range over £, p,, p, and p,. Beeause B¢ is invariant under the
operations of the tetsahiedral point group T, H® and (E — H*) are invariant
operators, Ninee the a-state transforms according to the o, irvedueible repre-
sentation of T, and the pestates transform aceording to the o, y and 2 rows
of the T, representation, (nD'6n’ Dy is dingonal in » and egs. (37) amd (138)
follow,

The energy 7 is always to he interpreted as having an infinitesimal positive
imaginary part 7 this gives the corvect bomuedary conditions fur the Green's
funetion, Beewuse of this aud the identity (- 077 = P L) — dad{s), we
Jave [28]

G(Ey= P(I) — My — iad(L— 11,

where Podenotes n priveil ol vahie and ofe) is Fire's delfa-function,
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Equations (17) and (18) are the contral equations of {he Hijadmarson theory,
To xolve them, one needs to first evahinite the spectral densities _Z'J:( ') for the
host, When the Hamiltonian II° ix dingoenalized to find the eigenvalues ;.
the overlap integrals (nbklkZ> ave the components of the normalized cigen-
veetors, In terms of these quantities, we have

(bR = N oxp [k (R + v,)Y(ubk|k7>

Hence we have

DMUE) = N1 3 [(nbRk2> FO(E — Ey)

k2

which ean be summed either using the Lehmann-Tant methoed [20] or {for the
deep-level encergy E in the fumdamental band gap) vsing the special-point
method {30].

In pructice, the deep levels E, (1) and E, (1}) are caleulated by computing
the functions VAE, ) and V(E, ) as follows: 1) a value of I is selected, §i) tue
spectral densities DI(EY) ave evaluated, iii) the right-hand sides of eqs. (17)
and (18) are evaluated, and iv) ¥, and 77, are determined froxu these equations.
Plots of F vs. ¥ for 4; and 7, states then give predictions of devp levels vs,
defeet atomic energy (sc¢e egs. (6)). The vacaney levels ave the asymptotes
E(V— oo) of these curves.

DProbiem 4. Compute V{E) for energies L outside the host band, in the case
of a defect in a one-dimensional nearest-neighbor tighit-hinding erystal, (Hint:
He==f S[IRYR + 1| +|R - 1)(R|}, V= ¢, D)}{D;. Compute the band strme-

3
ture E,. Then compwe (R|GUR')= N~ 3 (E— E,)"texp [il[R — R']]. To
2
evaluate (BIGR) = (R — R'IG0) analytically for energies outside of the hand,
use a confour integral over the nnit c-ix-g:']o.) Repeat this edenlation for the
defects on the P site in GaP, using first one special point [30] and then ten
special pointz to evaluate the sums over k. You will obtain good results
with ten speecial points.

4. ~ Quulitative physics.

The qualitative physies determining deep Jevels is depicted for the case
of GaT N in fig. 4, after 117 In this figure we consider, for simpiicity, only
the s-states of the atoms {(and the de-svmmetrie defect lovel) and note that
the Gaoatonsie energy e lics above the P oenergy £,. Wihen these two widely
separated stoms are bronght together into s moleenle, tie lovels repel—resnlting
in a bhonding-antibouding splitting that, in lowest order of pertnrbation theoyy
abont the infinite-lif tice-constant Hmit. is proportionn) 1o =2 /(e, — &), wWhere



478 JOHX D, DOW

rix the Ga-to-T transfer matrix element (@nd is @bout the same for 2l semi-
conductors |75, The important point is that the bonding-antibonding splitting
is inversely preportionn] to the energy denominator e, — g,. When these
melecenles are brought together into a solid, the antibonding stutes produce
the conduetion band and the bonding states yield the valenee band, with the
fundamenta] baad gap in between,

cenducticn

deep
€ d Y ‘
a e
v . EG o
£p T
valence v~Tev
hyperdeep &y
qtom motecuie Solid aefect “molecule”

Fig. 4. — Schematic illustration of the qualifative phrysies governing deep levels,
after ref. [3, 11]. Bee text.

Now imagine a ¢ defect moleenle » with a N impnrity replacing one of the
P atoms, Its atomic energy is o 7 ¢V lower than that of I, and su, when it
interacts with a Ga atem to form o molecade, the resulting honding-antibonding
splitting is snwdler than for Ga and P, beeause the cunergy denominator g, — &y
is = 7 eV Lurger than the denoninator g, — &,. As a result, the level in the
gap (thie deep levell can lie below the conduetion band edge in the gap. In
fact, tig. 4 illustretes that the issue of whether a deep level is ¢ bound » in the
ap ov «resonant » with the host bands depends primarily on whether the
bagnd= are broad enough to cover up the deep level; that is, it depends on the
amon:d of bonding-zntibouding splitting. :

Several features of fig, 4 are worthy of special mention: i) The N deep jevel
is derived from the Ga dangling-bond energy o A0 ix antibonding and b Vike
(Gu-like), not impuritylike (N-like), The Nelike Jeves ix the bonding hypecdrep
fevel Tving below the valence band: it is cieetrieally nsetive, being full of olve-
troms, wid is pormadly nnobserved, i) The deep leves is orthogonal to the
hyperdeep levell i) The deep Jevel is repelled mpward by the hyperdeep level
by neans of the bonding-aptibonding level repulsion. vy The deep level is
~ e pinned » to the Ga dangling-Tiond level and eaniot he poalled below iG Tnagine

deereasing the energy of the N evelegreltive to g from o= — 7T eVio = — 15\
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(oxyaen) and then to =~ — 1008 ¢V {an ideal vieaney): the deep-level energy
will move down only slightly, never becoming deeper than the Ga dangling
bond or ideal P ovaeaney energy of g0 This ix the meaning of «deep-level
piraing »r Major chosges Tn the :l«*ny:-?mcl jmicmiul result in owly minor ehanges of
H; 4/4*:‘};-{('(‘:‘?1 (o Py, Or id]‘:;'l“" L.

The deep-level pinning ean be lustrated by plotting the deep level in the
gup s the defeet potentin]l 170 which {aecording to the Vogl model™s sealirg
rofes) ix proportional to the dilferenee in atomie energics of the defeet and the
host (1P atom), This ix done in fig. 5 for the «like A, states of defeefs substi-
tuting for I in Gul?, The eurve F(V) is shuilar to a hyperbola, having the energy
of a4 Ga dangling bond or & P vacapney ax its asymptote. One can see that
E(V = co} corresponds to a vacaney, beeause, as the magnitude of the defoet
potentinl inereases, the defeet atom beeomes less @nd less coupled to the host
(reeall that i perturbation theory the coupling isx inversely proportioral to
an energy depominator of order 13 until for V=0 the defeet is totally un-
coupled, mmely a vacaney (18] Onee one recognizes that the p osies of deep
levels resnlis in o hyperbolalike enrve E(T), the problem of predicting deep
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. A Tl Ge, &t‘r:
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Fig. 5. — Energr levels in the haud wap. as ealealated by Haanaansox ef «l. [11],
eso defeet potential for ) sympuetrie states of defents on the P osite in Gal?, after
ref. (31 Noie that, if the theory is taken lterally with ¢ o allowaneex for o theoretical
uncertandy, the S defect is predieted 1o have a deep Jevel in the gap, just slightly
below the conduc.lon band edge, Experinrentally itis huown that 3 s a shallow donor;
hienee, vue must make wllowances for the uneertainty in the theory and recognize that
in fact the deep level for X must He <lightly above the vonduction bund wininnun in Gal’,
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tevels reduces to predieting two numbers: the ideal- neaney energy E{oo) and
the threshold potential 17, at which the vesonant deep level passes into the gap
and eeases heing a resonanee,

Figure 6 illustrates very schematically the wave functions of deep levels,
using only s-states, for simplieity. The host valenee band of Gal? has a bowding
wave funetion that is largely P-like, but with o signifieant Ga-like component,

® on

al

O 0 064

O O e o
b}
Tig. 6. — Schematie illustration of the wave fnnetions in the (bonding, @)) valence

and (antibonding, b)) conduetion bands of Gal’ (using a sistate model) and in the honding
{(hyperdeep) and antibouding (deep) levels of N on a I’ site in Gal’, after ref. [3]

When N replaces P, X ix more cleetronegative and attracts electrons to it.
Ax avesult, the honding h_\']wl"(lm-p']m,'e] Iiax o wave funetion that is overwhelin-
ingly N-like, with just a small Ga component, The antibonding deep level
is vrthogonal to the Tyvperdeep Ievel, and so has a wave function that is almoxt
exclusively Gua-like, with only a stimll ¥ component,

All of these ideas have heen abstracted from the Hijalmarson et al. theory.

5. - Evidence supporting the theory.

The theory of Tjalmar on of al 11,127 has made literally thonsands of
predictions of deep levels and evn aecount for an extremely Jarge hady of data,
Here we review o few representative predictions of the theory,
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31, Wavee funetivns. - Figure 7 xhows the magnitude of the deep-level wave
Iunetion of substitutional X+ in 8i; a8 4 funetion of distance I2 from the S center,
in comparison with eleetron nucear double resonance (EXDOR) data [33, 321
The EXDOR measurements give the charge density Jp(I)* at Si sitex adjacent
to and nearby the 8 defect, The data do not revez] the phase of the wave
funetion, and so we have plotted only the nmagnitude, even though the wave
function itself oxeilintes rather rvapidly. Note that the siniple Hjalmarson
thieory is in excellent zgreement with the data, for distances I? out to the sixth
nearest-neighbor shell. Beyond this distunee, the effective-mass wave funetion
{(which fails hadly for small &) deseribes the data well—indicating that the
present theory would have been in even more dramatic agreement with the
data if a Conlomb tail, — e*fer for+ > «,, had been added to the defect potential.
This sneeess ix by no means trivially obtained, sinee zome theories predict
quite Inacenrate wave fanetions for the 5= deep level [31, 331
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Fig. 7. - The magnitude of {he isotropic part of the wave function of a §* jmpurity
in 8j, as a {unetion of the distance 1 (in 4) from the impurity sité, after ref. [31].
The solid triangles and cireles are’ derived Trom EXDOR data of ref. [32]: ihe open
trinngles and cireles are the calealations of vef. 311 Effeefive-mass livory is denoled
by the dushed line and open squares. The <'s are the theory discussed in refl |33].

520 Deep lerels i 1=V cow pornd seuiconductors, — Tle st of predictions
the theory produrves are Mustrated in fig, 8, where the levels associated with
column Vodefects on a 8 site in CAS are given. These impurities, which one

31 - Readicondi 8.7.1, - LLXXXIX
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might naively expeet to be slmllm\":u'(:(-]:turs, are, with the exception of N,
deep levels predieted to lie well within the band gap of CAR. This is undonbt-
edly one reason (but not the only reason) why CdS and many other II-VT
materials carnot be dop-id p-type—the exrected shallow acceplors ave, in fact,
deep. The exeeption to this rule is Xy which ix predicted to yield no deep Jevels
in the gap and to be a shallow aceeptor level. Interestingly enongh, in ZnSe
(another TI-VI host), WU ¢t al. [34] have ion-implanted N to find that it does
produce a shallow acceptor level—as predicted by NOBAYASHI ¢f «l. [35].

conduction band

energy .
T r As St E

valence
band shallov- doep

TFig. 8. — Theoretical predictions of vef. [35] showing thae 1he expected standard
p-type shallow dopauts, except N, on the S site in CdS produce deep levels in the
gap, after ref. [3].

5'3. Sankey's theory of paired defeets. — SANKEY et «l. [36] have extended
the theory of deep levels associnted with substitutional point defeets to padirs
of sp®-bondwed <ubstitutional defects—with physically transparent results, The
paired defect @ a «moleenle » that has « moleenlar orbitals » corrvesponding to
a-like (or e-<yrrnetrie) states and o-like (or a,-3vImetric) states (see fig. 9).
The relevaut :veur) a-like molecular orhitals are coiiposed of 77 single-defeet
orbitals polarized perpendi-ular to the spine of the molecule and hay  “he same
energies as the single-defect p-like 7, states. The two p-like T, states of the
single defeer that ave polarized parallel to the spine of the molecule hybridize

e (n-tike) . 8 E%

a (o-like) GgiD CED )

Fig. 9. — Schematic ilustration of the =-like esyminetzic mole alay orbitals and the
alike a; siates of a defeel pair. The dois indieate Qeteets, cireles denote s-states,
and propelicrs denote p-states, after ref. [3].
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with the two s-like A, states centered on the ditferent defeels 1o form o-like
e-synunetrie molecular stufes, Tu contrast with the a-like states. these hybridiz-
ing g-like states are signiticantly perturbed by the presence of the second defect,
Their energies, however, obey an approximate intevlaeing theorem, which
requires that the e molecular » levels interleee the catomie » A, anl 7, levels,
(leeall that the p-like T, isolated-defeet level decomposes into a g-like a,
molecular level polarized along the molecwlar spine phus two x-ike r-levels,
Henee hoth 4, and 7T, isolated-defect levels produce the saie muleenlay -
symmetry gelike states of the pair. The interlacing theorem siates that levels
of the same symmetry, wimely «,, when perturhed, do not eross the unperturbed
levels) Because of this interlaeing theovem, it is often possible to estimate the
cenergios of the piived-defect levels rvelative to the isolated-defect Jevelz to
within a few tenths of an eVe—withont exeenting o calenlation,

RANKEY hias developed these ideas and applied them to the nearest-neighbor
{spectator, oxygen) pairsin Gal” (fig. 10). He hasshown that the isolated oxygen

Egan i =i T irg,00
(Zn,0) ° P
2.0

(51,0

Elev)

0 s A 2 il B TR N | |
—~20 -6 0 10 20
impurity S potential {ev)

Figo 1o, — Trends in the energy levels for nearest-neighbor paired complexes of «
gpectitor impurity on a Ga site and an U defeet on o ' site in Gal’, alter rel. [36].
The dot= are data, and {he =pectator atoms Jabel the abseissa,
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level (i.e. the (Ga, O) pair) cannot be dviven into the conduction band by any
clectropositive defect on an adjacent eation site, but that it can be driven
into the valence band by any.one of the following impurities on a neighboring
Ga site: F, O, C1, Br, X, 8, 8¢, or 1.

54. Swurface defects and Schotthy-barvier heighis,

54.1. Core excitons at surfaces. Some of the hest evidence sup-
porting the theory comes from core exciton experiments, becanse, by the optieal
alchemy approximation or Z -+ 1 vule [37], & core exeiton is identical to an
impurity atom [38]: for example, core-excited Ga is Ga plus a core hole plus
an electron and (becanse the core hole hax almost the same eharge distribution
as a proton) is virtually identical to nnexcited Ge, the atom immediately to

0 E, 0 E,
0.7 e £, 0.6 &
- -
b} e o b)
W
0 e— 0 £,
2.35 e £,

4} 8}

Fig. 11. — Comparison. of 4) experiment and I} theory for Ga site (110) surlace cove
excitons in a) Gads, by Gulb and ¢) Gal'. afrer rel. [39]. E. and B, dencie valenee
and condnetion Land edges. The propeller denotes the core exciton level. The hori-
zontal lines denofe thelower por{ion of 1he intrinsie surface state bands, The theoretieal
band gaps are appropriate for £ K, and henee are Targer than the experimental gaps
obtained at roem temperature.
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its vight in the periodic table. Thus core-exeited Ga isx a Ge impurity and cove-
excited In s Sn. Figures 11 and 12 show that the predicted spectia for core-
exvited Ga at the (1107 surface of Ga-group V compounds and for excited ITn
at the swrface of In-group V semiconductors account for the data for core

a) ) al

0.45 £
0.35 s Ec <
0 t’:"‘r 0 ———— EV

+ |
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§ —————— Ev 0 &‘v
c} . c}
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Fig. 12, — Comparison of ) experiment and B) theory for the In site (110) surface
eure cxcitons in ) Inds, b) InSb and ¢) InD, after ref. [391. '

exeitons at the relaxed (110) swrfuces of these materials [39]. The theory
also prediets a transition from shallow effective-mass exeiton behavior to
dees exciton behavior for the Si 2p eore exciton in Si Ge,_, alloys. Evidence
of thix has becn reported very recently by BUNKER et ol [38].

320 Defeets at surfaces. Animpurity at o snefaee has energy levels
very similir to those of an mpurity, vaeaney) p:ir, becanse the surface (in a
nearest-neighbor tight-Yhuding model) ean be created by inserting a sheet of
vaenneies into the halk, <o that the impority and the vacaney next to it form
a pair whose energy Jevels ave ouly slightly perturbed by the more distant
vaeancies of the sheet, To he sure, one must aceonnt fer Lttice relaxation at
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the surfiee; nevertheless, the essentiad qualitative physies of dedeets at sarfices
is the same s for (defect, vaeaney) paivs. Therefore, the deep Jevels of surface
defects can he computed using eq. (14), and the hasie idews used for deep levels
associated with substitutional defeets earry over to the surface defeet problem,
where the seenlar equation is formally the same as eq. (34, but itz evalu-
ation is considerably more complicated due to the reduced srmmetry ef the
defect.

One point that should be emphasized is that a snrface is o large pertwrbation,
and the deep levels associuted wilh a surface impurity arve Ukely to lie sceeral
tenths of an e\ distant from the corresponding bulk impurity lerdds. Indeed the
number of deep levels bound in the gap may be different for a smrface defect
from the number for (he same defect in the bulk. In partienlar, impuritics
that are eshallow s in the hulk often produce one, or even two, deep Jevels in
the gap when they reside at the surface. Tor example, a nearest-neighhor
padir of P impurities in 8iis predicted to produce a deep level, altbongh isoluted
i3 a classic shallow donor [36]. '

5'4.3. Schottky-barrier heights.
5'4.3.1. Bardeen’s model of Fermi-level pinning. In 1947 BARDEEN [40)
proposed that the Schottky barriers that oceur at metalisemiconduetor inter-

faces are due to Fermi-level pinning Dy states at the interface, Stated simply

V4

conduction band barrier hevr:

valence banct Fermi seq v
semiconductor : metal
n-type
évrface

Fig. 15, = Sehematie illusiration of hand bending aud sehotiky-barvier formution in
the Bardeen model, after ref. (3],
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for a degenerate a-type semiconduetor, the Fermi levels of the bulk semicon-
duetor, the metad and the semiconductor <nrfuce align in electronic equilibrium,
At zero temperature, the Fermi level of the semicondnetor surface is the level
into whieh the next electron falls, and, if this is 2 bound deep level in the gap
assoeinbed with asurface defeet, eharge will low and the host exergy bands will
bend until this level aligns with the Fermi level of the hulk semiconductor
(fig. 13). This causes a Schottky barrier to form.

5°4.3.2. Spicer's native-defect model, Spicen and co-workers [41] have
championed the notion that the Burdeen states responsible for Fermi-level
pinning of ITI-V semiconductors are deep levels associated with native snrface
defects. In this model, the Schottky-barrier hieight for n-type materinl is the
binding energy of the smrfuce deep level with respeet to the conduetion band
edge (see fig. 13).

5°4.3.3. Allen’s theory of Schottky-barrier heights in III-V semiconductors.
ALLEX ¢t al. (42, 43] have calenlated the hinding energices of deep levels produced
by various defeets, native antisite defects in particalar, at the (110) surfsces
of III-V compounds and ternary III-V wlloyvs. This approach followed an
carlier suggestion by DAW of «l. [41] that Fermi-level pinning by deep levels
associated with surface vacancies might aceount for many Schottky-barrier
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Fig. 14, - Predicted and observed Schottky-barrier heights in ITI.V alloys ¢s. alloy
compositicn, after ref. [46]: - theory (Gads), — —— experiment {Au). The theory
assumes Fermi-level pinning by a cation on an anion site at the Au/semiconductor
contact. *

Lo 'wht data, The resnlts of Alen’s ealenlations for deep levels assoefided with
surface cation-on-anion-site impurities [43, 46] ave given in fig. 14, where they
are in remarkable agreement with the data. This simple theory, which has
bheen disenssed in detail adsewhere [45], ix eapable of expliining nu acrous
onee-puzzling experimental facts. Fermi-level pinning by antisite defeets ne-
connts for the Shotthy barriers etween nonrenetive metals and most 111-YV
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semiconductors, Dangling bonds or extrinsic defeets beconie important when
reactive metals or speecinl surface preparations are invelved '43]. SANKEY
el al, [47] have shown recently that Burdeen’s ideas can be applied to 8i as
well ax to the TIT-Vs: Schotthy-harrier data for Siftrausition metal silicide
interfuces can be wnderstood in {erms of Fermi-level pinning by interfacial
dangling bonds. This work unifies the understanding of Schotthy-harrier
heights of ITI-V semiconductors and 8i and also explains why free-surfiee
caleulations give good estimates of the Fermi-level pinping positions of inter-
facial defects. TTence it appearslikely that the Schottky harriers on the common
senticondnetors have lieights determined by surface deep levels (most associated
with various native defects).

55, Imtrinsic surface states. — In n nearest-ueighbor tight-hinding model,
a simple way to creafe a surface is to insert a sheet of vacancies into a hulk
semiconductor. The deep levels associated with thix sheet defeet are aurfuce
states. Therefore, the hasic theoretical approuch to the deep-level problem
applies to predieting surfice states as well. There ave. of conrse, many teehinjeal
problems ussociated with efficiently solving the seeular equation (14) for surface
states at relaxed and reconstiructed surfaces. Those difficulties ave beyond the

]
surface veave vector k

Fig, 15, — Surface state dispersion relations as inesws-d [48] and jwedicted [48-50]

for InP, after ref. [49] and [3]: — — — self-cousistent pseudopotential, --—— tight

binding, o data,

seope of the present work [45] Nevertheless, calenlations of intrinsic surfaee state
dispersion curves Tive heen exeented based on this snadel 48]0 Ty pieald results
are given in fig. 15 for the relixed (110) strface of Tl (4910 Ax with the pre-
dictions of deep levels associated with point defeets, the surfuce state predie-
tions are eomparably acenrafe with the hest local-density theories [49, 50,
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6. ~ Metastable alloys.

The ideas developed for freating band structures and impority levels ean
be applied -fo treafing Javge concemtrations of «impurities » and to predieting
phase teansitions in alloys, Recently GREENE af al. [51] have grown metastable,
sustitutional, crystalline (Gads)_ Ge,, und (GaSh),_ Ge,, alloys, ¢ven thongh
the constituents, GaAs and Ge or GaSh and Ge, are immiscible at equilibrinm.
The (Gads),_.Ge, alloys exhibit a V-shaped bowing of the fundamental band
gap a5 a fanetion of alloy composition x (fig. 16). This bowing cannot be
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Fig. 16, — Direet energy gap of (Gudg), . Ge.. alloys vs. alloy composition «x, afler
ref. 53], The dashed line represents the ordinary virtual-erysial approximation; the
solitd line yepresents the theory of rell [52. 53%. The data are indicated by cireles. The
theory uses paramelers appropriate o 4 K, whercas 1lie data are 101 room temperature
(ar whicl the band gaps are different).

explained by the conventional virtual-erystal approximation, which assumes
that each alloy is o eryvstal whose fight-hinding purameters arve interpolated
between those of Gads aud Ge. NBEwMAN ¢ al, [52, 53] have shown that {he
Veshaped bowing ix due to an order-disorder transition hetween a zineblende
ad o dionond phase (sce fig, 17). '

In madeling the phase transition in these allovs, XeEwsian was faced with
data that reguired o reasonably aceurate theory of eleetronie structure valid
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@-Ga O*As O-Ge

Fig. 17, = A schematic model of the phases of (Gads),.,Ge,, after vef. [52, 53]:
a) the Gads (ordered) zinchlende phase, b) the Ge (disordered) dinmond phase, ¢) the
Gads-rich ordered zinchlende phase of the alloy and d) the Ge-rich disordered diamond
phase of ihe alloy. In the ercered phase. the great majority of Ga atoms oceupy
nominal Ga zives, ut in the disordered pluse Ga atows sliow no site preference.

in both the ordered zineblende and the disordered dimmond phases. Yet few
theories are cupable of accurately tresting both a phase tronsition and electronie
strnefure, NEWAMAN eivenvented this prohlem by-adopting o two-Thuniltonian
madel, _ S :

The first Hamiltonian involves a psendospin formalism, in which ocenpation
of @ site R by Gito As, or Ge is represented by a psendospin Sg that s «upros

(= 1) «dowi s (—1), or ¢zeran (1):

I o= X dNpSpe — W8Nl == 3 by 83
Wi 7
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Heve J, K, b and 4 are parameters defined o ref, [52], aud R and R’ are
nearest-iicighbor sites, In this pseudospin language, cryvstadline GaAs is a
« psendoantiferromagnet », beeause allernating sites are ocenpied by Ga {«up »)
and As (¢ downs): the Ge atoms (¢ spin zero ») dilute the cantiferromagnetism .
The «spin-spin » inferaction between nearest npeighbors canses As atoms 1o
preferentially surround Ga and discowrages the formation of clusters of only
Ga oor only As. Details of the Hamiltonian, which is similar to the Blume,
Ewmery, Grifliths Mamiltonian {547 for 3He-He sodntions, are given in ref, [521
NEWMAN solved this Hamiltonian, in o mean-dield approximation, to ohtain
the egnation for the order parameter M{r, a,):

M=y = tgh [ — )]

Here », is the alloy composition at which the minimum band gap is observed,
0.3 fov (GnAs),_.Ge,.. The order parameter ix velated to the prebability that
a Ga atom will he foand on a nominal cation site of an imagined zineblende.
lattice; if this probability ix the sume as that for finding Ga on a nominal anion
site, then the ervatal strocture is «dinmond » and not « zineblende ». That is,
the alloy is « disordercd ».

The second Hamiltonian Is the Vogl empivical tight-binding theor«, hut
with the alloy’s parameters determined by a new virtual-erystal approximation
that depends on the order parameter of the first Hamiltonian: The diagonal
matrix elements ave interpoited assuming. for example, that the average cation
Is [— 2+ A)/2]Ga + [(3— a~— AY21As 4 [2]Ge. The evergy band strue-
ture computed using this model yields & direct hand gap E.(») vs. alloy com-
position o (fig. 16) and explains the observed V-shaped bowing,

7. — Summary.

In smmmary, the simple ideas oviginating in the work of Hsu, Wolford and
Streetman and qimntiiied i both the Vogl empirical tight-binding scheme and
the Hjalmarson theory of defeets Tave proven to have widespread applicability
to defeet states, interfuce stutes, surfaee states, Sehottky barrers and alloy
theory, The most redeeming feature of the theory is that it is simple enough
1o be used by a nonexpert, and yvet it produecs rather good predictions for the
« deep » cleetronice states associnted with almost any localized perturbution in
0 semiconduetor, '
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benefitted greatly from many stimulating conversations with colleagues and
students throughont the period of this research, The author apologizes to
1he many authors whose work he has not eited adequately; his sole éxeuse
for this omission is a desire 10 present leetures from o uniform viewpoint and
netation. Me would like 1o thank his co-anthors cited below for teaching
him so much. In the preparvation of this manuseript, he benefitted from
conversations with ). P'roxrici, ). JEXKINS, G. Ky, I¥. NEWMAN, J. SHEN
and D. WoLFoRD.
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Predictions of the energy band gaps as functions of alloy composition are given for the Greene 2l-
loys, which are metastable, crystalline, substitutional alloys of 11I-V compounds and group-1V ele-
mental materials. All possible combinations of these alloys involving Al, Ga, In. P, As, 8b, 8i. Ge,
and Sn are considered. The I' and L conduction-band minima, relative to the valence-band maxima,
exhibit characteristic ¥-shaped bowing and kinks as functions of composition x; the band edges at
point X bifurcate at critical compositions corresponding to the order-disorder transition of Newmar
et al. The V-shaped bowing due to the transition offers the possibility ¢! band gaps significantly
smaller than expected on the basis of the conventional virtual-crystal approximation. Alloys with
modest lattice mismatches that are predicted to have especially intcresting band gaps include
{InP}, _, Gea,, (AlSb) .., Sny,, (GaSb)y_,Sny,, and (InAs),_.Sn,,, which are allovs with potentially
small band gaps, and (AlAs),_,Ge,, and (GaAs),_,Si:,, which are alloys with larger gaps and
several interesting band-edge crossings as functions of composition.

I. INTRODUCTION

Recently, Greene and co-workers have fabricated a new
class of semiconducting (4"18Y),_ X alioys for a wide
range of compositions.'™® The III-V compounds and
group-IV elemental materials are normally immiscible at
equilibrium,s but can be forced to mix by ion bombard-
ment during growth. The resulting material, in the case

e T Y T T T T

¥ 1 H
(GGSb)q-g nzx
s Xy ba;5=0.06

i

Energy (ev)

0.0 ! 1 1 1 i i i A e

FIG. I. Predicted band gaps at points I', L, and X versus al-
loy composition for tGaSbi,_,Sn.,. Kink. are scen in the I and
L levels and the level at point X bifurcates at the assumed criti-
cal compousition of Newman’s zinc-blende-to-diamond phase
transitio.. x.=0.3, The gap is direct for all compositions,
ranges {rom ~0.6 to zero and decreases slowly as a function of
composition frem 0.15 €V to zero for compositions greater than
the critical composition.
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of (GaAs),_,Gey, or (GaSb),_,Ge,,, is a metastable,
crystalline, substitutional alloy with a lifetime at room
temperature of order 10%° years.® The fundamental energy
band gap of (GaAs);_,Ge,, has been determincd from
optical-absorption measurements and shows a nonparabol-
ic V-shaped bowing as a function of alloy composition x
(Ref. 7). A V-shaped band gap cannot be explained using
the conventional virtual-crystal approximation, which
gives approximately parabolic bowing. This V-shaped
bowing is explained, however, with a zinc-blende-to-
diamond, order-disorder phase transition.?

A theory for this transition has been developed by New-
man et al.2~'% and applied to (GaAs),__ Ge,,. As seen in
Fig. 1, where the theory is evalvated for the con: iction-
band minima nea: points I, L, and X for (GaSt:. _,Sns,,
the fundumental band gap exhibits a F-shaped bowing as
a function of composition, witk a kak at .. critical com-
position x.. This theory aiso gives smaller gaps than
thase of the conventional virtual-crystal approximation.

In this paper we apply this theory to the entire class of
(4'™MBY),_ X} alloys involving all possible combinations
of Al, Ga, In, P, As, Sb, 5i, Ge, and Sn, and we predict
the energy band edges for thes: new metastable materials
as functions of alloy composition x. We also establish
general rules for understanding the chemical trends in the
band gaps and for ~hoosi::2 a metastable (4B}, _ X3y
alloy with a desired encrgy band gap.

I THEORY

The central idez of the prese:t work is that all of the
(AMBY),_. XY metastable alloys should exhibit an
order-disorder transition irom an ¢.Jered zinc-blende
structure {in which cations “know™ which sites are sup-
posed to be cation sites) 10 the disordered diamond strue-
ture 1 - which there is no distinction betw ¢n anios and ca-
tion sites. The critical composition x, at which ¢! s tran-

4034 ©1985 The American Physical Sc:riety
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sition occurs depends on the growth conditions of the al-
loy.

In developing a theory of the electronic structures of
these alloys, we must remember that very little is present-
ly known about these new and interesting materials.
Many of the metastable alloys have not yet been grown; in
most cases, satisfactory growth conditions are not yet
known; and it is not yet definitely known if any of the
Greene alloys other than (GaSb);_,Ge,, exhibits the
order-disorder transition [which should be detected in x-
ray diffraction as the disappearance of the (200} zinc-
blende spot as x approaches x. from below].!" These
facts are important in defining the nature of the theory
that is appropriate at this time; it should be global and
simple, rather than detailed and excessively quantitative.
With this in mind, we assume both that all of the Greene
alloys exhibit the Newman et al. transition, and that there
exist growth conditions that will result in a critical com-
position x,==0.3, the value appropriate for the two alloys
grown to date by Greene and co-workers: (GaAs),._,Ges,
and (GaSb),_,Gey, (x. is probably experimentally adjust-
able).!”? We then predict the band structures (as functions
of alloy composition x. of the remaining (AMBYV)XLY
metastable alloys with the intent of determining which al-
loys arc likely to exhibit interesting and useful electronic
structures—thereby targeting specific alloys for priority
growth. Thus, we present these calculations in order to
predict which materials are most likely to be interesting,
rather than pretending to specify the band structures with
any precsion.

A. Order-disorder transition

The order-disorder transition involves a change of sym-
metry from the zinc-blende structure to the diamond-
crystal structure, In this transition, the distinction be-
tween anion and cation sites is lost. The relevant order
parameter is:’ '

M(X)Z(P]Il)cmion‘"<P]H>anion’ 1y

where we imagine a zinc-blende lattice with sites labeled
nominally “cation” and “anioi.” and {Pyy)cation 18 the
average over all the lattice sites of the probability that a
column-III atom occupies a nomianal cation site. Thus
M {x} is propertional to the average electric dipole mo-
ment per uxnit cell. The order parameter -depends on the
growth conditions teg.. substrate temperature, ion-
bombardment energy} as well as on the composition x.
For a completely ordered zinc-blende alloy, in which ail
column-1I (column-V} atoms occupy nominal cation
{anion: sites, we have M =1-x. If all the cations are on
anion sites and the anions are on carion site , we have
merzly mislabeted the nominal lattice and the order pa-
rameter s x — 1. For the metastable ordered phase
{x «x.=0.3), we have O« |M(x)|<l—x. For the
disordered diamond phuse (x > x,.), we have M =0.

The theoretical problem posed by the Greene alloys is
that of predicting the electronic structure of metastable al-
loys which are described by the order parameter M (x).
Thus, we must {irst execute a nonequilibrium phase-
transition theory of M (x) and then calculate the change:
of the electronic structure as the alloys (with differen:
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composition x} undergo the order-discrder transition.
Newman showed that this formidable problem could be
solved by breaking it into four connected parts: (i) an
equilibrium phase-transition theory of the order parame-
ter M(x), based on a three-component “spin”-
Hamiltonian model similar to the Blume, Emery, Grif-
fiths model'* of He-He* solutions. [Spin-up, spin-down,
or zero at a site in (GaAs), _, Ge,, signifies occupation of
that site by Ga, As, or Ge, respectively.] (i) Introduction
of the nonequilibrium character of the alloys by eliminat-
ing those equilibrium phases that cannot be reached due
to growth conditions (e.g., phase separation, which occurs
at equilibrium, is prevented because characteristic growtk:
times are small in comparison with the time required for
the phases to diffuse apart); (iii}) mutual elimination of
two unknown parameters of the spin-Hamiltonian model,
i.e.; a spin-coupling constant J and an effective growth
temperature T, in favor of one empirical parameter, the
critical composition x.;'* and (ivi evaluation of the elec-
tronic structure using a modified virtual-crystal approxi-
mation and a tight-binding model'® whose matri: ele-
ments depend parametrically on the order parameter
M({x;x.). Thus, in the Newman approach there are two
Hamiltonians: (1) a spin-Hamiltonian for treating the
order-disorder transition and for calcularing the order pa-
rameter M(x;x.) and (i} an empirical tight-binding
Hamiltonian—that depends parametrically on
M (x ;x )—for calculating the electronic structure,

B. Spin-Hamiltonian model

Newman et al. have shown that a III-V compound
semiconductor such as GaAs can be modeled in a spin-
Hamiltonian language as an “antiferromagnet” where
spin-up or spin-down on a site reprasenis occupation by a
group-III atom or a group-V atom, respectively. Thus
GaAs, with alternating Ga and As atoms, in this
language, is an “antiferromagnet.” The “magnetization”
is proportional to the net electric dipole moment per unit
cell, Eq. (1), and for zero-temperature GaAs at equilibri-
um, equals unity. In metastable (4™MBY),_ X1V alloys
such as (GaAs);_,Ge,,, occupation of a site by a
column-IV atom such as Ge ’s represented by “spin™ zero.
If the Ge were to occupy both anion and cation sites
without disturbing the occupation of these sites by Ga and
As, then the order parameter would be M(x)=1-x.
However, M is not 1— x because Ge (spin zero) dilutes the
“magnetization” M (x;x.} of this “antilerromagnet,” by
removing nonzero “spins” at various sites, until there is
insufficient “spin-spin” interaction for an averagc site to
“know” it should have spin-up or spin-down. With a suf-
ficient concentration x of dii-tants {that depends on 1em-
perature), the “magnetizatic.” vanishes, and the system
urJergoes a phase transition, from an “an‘iferromagnet-
i¢” zinc-blende state with M=£0 tc an “unmagnetized”
phase (M =0). That is, as Ge dilutes GaAs, an average
cation site is no longer fully surrounded by As atoms and
no longer feels ele:tronically compelled to be occupied by
a Ga atom rather than an As atom. The average ele: rric
dipole moment M (x) of the ordered zinc-blende phas de-
creases and the system undergoces a transition from an or-
dered zine-blende phase’ in which Ga atoms preferendally
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occupy noniinal cation sites to a disordered (M =0) dia-
mond phase in which there is no distinction between
anion aund cation sites. Newman constructed a spin-
Hamiltonian model of this order-disorder transition. The
important physical parameter of this Hamiltonian is a
nearest-neighber spin coupling {which is related to ener-
gies of interact »n of the pairs of atoms V-V, HI-1II, and
111-V). The Hamiltonian, when treated in a mean-field
approximation, yields the following equation for the order
parameter M (x;x.}:

" tanh[(M /(1 —x)]=[M/(1-x)], @)

where x, is the critical composition of the order-disorder
transition.

C. Tight-binding Hamiltonian

The electronic structure calculations are based on an
empirical, ten-band, second-nearest-neighbor, tight-
binding theory, which employs an sp’s* basis at each site
of the zinc-blende lattice. The on-site and nearest-
neighbor matrix elements of this model have been ob-
tained previously by Vogl et al.,'* who fit the known band
structures of many II-V compounds and group-1V semi-
conductors. The Vogl matrix elements are augmented by
one or two second-neighbor parameters'® (see Table I) in
order to obtain a better fit to the band structures of these
semiconductors at the L point of the Brillouin zone. (The
Vogl model was designed to fit the conduction-band struc-
tures well near points I' and X.} The on-site matrix ele-
ments for these many semiconductors exhibit manifest
chemical trends that depend only on the atomic energies
of the atom on the site, to a good approximation. The
off-diagonal nearest-neighbor matrix eiements are inverse-
ly proportional to the squarz of the bond length 4, accord-
ing to the rule of Harrison et ul.!'” For our purposes the
important physical parameters of the tight-binding Ham-
iltonian are the on-site energies of the column-III, -1V,
and -V atoms, which we shall interpolate using a general-

TABLE I. Second-neighbor parameters. Note here that
€lp.a.p,a’y=¢lpyc,p,c’} and elsa,praj= <pec,se’). See Ref. 16
for details.

Semiconductor élsu p,a’) €lpya,pya’)
AlP 1.990 0.000
AlAs 1.830 -0.876
AlSb 0.101 0.000
GaP 0.641 0.000
GaAs 0.464 0.000
GaSh 0.688 0.000
InP 0.368 0.000
InAs 0.187 0.000
InSb 0.107 0.000
Si 0.000 0.146
Ge 0.157 0.000
Sn 0.000 0.056
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ized virtual-crystal approximation.’ The on-site matrix

elements are interpolated according to Eq. (3), as are Vd?,
where V is the off-diagonal matrix elements and d is the
bond length of the alloy predicted by Vegard's law:'®
d{x)==(1 -—.‘C)d“],y +deV~

We expect these (4"BY), _ X'V alloys to satisfy ade-
quately the Onodera-Toyozawa'® criterion for an “amal-
gamated™ electronic spectrum, since the variations in on-
site diagonal matrix elements are small in comparison
with nearest-neighbor transfer matrix clements.”® There-
fore, we expect them to have reclatively well-defined band
striictures which can be described (in a first approxima-
tion) by a mean-field theory of the virtual-crystal type.
They cannot be treated with the ordinary virtual-crystal
approximation, however, because (in the disordered “dia-
mond” phase, in particular) they contain many antisite
atoms {e.g., a column-III atom on a nominal anion site}—
and the usual virtual-crystal approximation does not allow
for antisite atoms. We circumvent this problem by using
the generalized virtual-crystal approximation,” which has
virtual anions and cations such that the virtual cation is
{schematically):

[(1—x +M)/2) AN £ [(1—-x —M)/2)BY +xx'V . (3)

Here, AT, ¥V and BY represent the column-III, -1V,
and -V atoms, and M {x;x.) is the order parameter (1) of
the order-disorder transition, obtained by solving Eq. (2).

s

Ii. RESULTS

The energies of the band edges (relative to the valence-
band maximum, which is defined to be the zero of energy)
are given in Fig. 1 for (GaSb);_,Sn;.. Corresponding
results for all possible (4™BY),_ X alloys are given in
Figs. 2—4. The T conduction-band minimum occurs at
k={0,0,0} in the band structure. The edges labeled A and
A refer to the conduction minima near the (1,0,0) and
(+,7,7) points, respectively (i.e., near points X and L)'
For k at the X point of the Brillouin zone, the
cenduction-band edge actually bifurcates as a function of
alloy composition at the critical composition x,, produc-
ing both an X, and an X; minimum in the zinc-blende
{ordered) phase for x <x., but only one minimum for
x >x, in the diamond {disordered) phase. This bifurca-
tion is reflected in the dependence of the minima along
the A line as functions of composition x {see Fig. 4), be-
cause these minima lie at wave vectors near point X. The
relative minimum at point I', when plotted as a fur “tien
of composition x, exhibits a kink at x,, as does the band
edge at the L point. The minimum in the A direction re-
flects the kinked behavior of the nearby L point.

In addition to the dependences on alloy composition x,
there are discernible trends depending on the positions of
the atoms in the Periodic Table. To facilitate quantifica-
tion of these trends, we define an effective average atomic
number:

(Z)=xZ;v+f1-—x)(Zm+Zv)/2 , 4}

where, for example, Zy; is the atomic number of the
column-1I1 atom. Figure 5 shows that the T, 3, and A
band edges tend to decrease in energy with increasing
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FIG. 2. Predicted band gaps of (4B "), _.Si,, alloys versus x, for the following III-V compounds: AIP, AlAs, AlSb, GaP, GaAs,
GaSbh, InP, InAs, and InSb. Lattice mismatches, defined by Eq. (5), are shown. Kinks can be seen in the I', A, and A levels at the as-
sumed critical composition x, =0.3. The A minimum generally lies some distance from the X point in ou. tight-binding model, so the
strict bifurcation at the X point is not clearly visible. The kinks near x =1 are due to a crossing of the ['\" and T’} levels.

{Z), with T decreasing most rapidly and A decreasing
least rapidly with {(Z). This trend can be exploited, for
example, 1o find metastable alloys with smalil fundamental
band gaps for possible applications in infrared photogra-
phy: The smaller gaps arc associated with large average
atomic numbers. Hence (GaSb);_,Sn,,, with average
atomic numbers ranging from 36.5 to 50, should be an in-

teresting small-band-gap material, provided its clectronic
transport properties can be made suitable for device appli-
cations.

Predicted band gaps of the metastable zinc-blende-
diamond Greene alloys fabricated from Al, Ga, In, P, As,
Sb, Si, Ge, and Sn are shown in Figs. 2—4. General
trends follow those of the prototypical alloy
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FIG. 3. Predicted band gaps of (AWBY),_,Ge,, alloy versus x, for the following II[-V compounds: AIP, AlAs, AlSb, GaP,
GaAs, GaSb, InP, InAs, and InSb. Lattice mismatches, defined by Eq. (5), are sliywn. Kinks can be seen in all levels, at the assumed
critical composition x.=0.3. For some alloys, notably {InP);_,Ge,, for x <0.4 and (InAs},_,Ge,, for x <0.5, the 4 minimum
occurs at the X point in our tight-binding model and the strict bifurcation at point X is clearly visible.

{GaSb), _,Sn,,, shown in Fig. 1. All alloy band gaps ex-
hibit kinks at x, as a function of composition. There is
always at least one kink in the minimum conduction-band
edge at x =x,, due to the phase transition. This kink is
not associated with a crossing of the band edges, although
these types of effects can also be seen at other composi-
tions. For example, in (InP),_,Ge,, (Ref. 22) at
x =0.85, the conduction band at I" crosses with A and
the alloy goes from being a direct-gap semiconductor to

one with an indirect gap.
The alloys with the smallest lattice mismatches

Aa/ar-(aw --am_v)/aw (5)

are especially interesting. We focus primarily on alloys
with Aa/a <0.07. Values of Aa /a are given in cach fig-
ure.

Since the details of the band gaps for these alloys de-
pend on the constituents, we summarize details below fig-
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FIG. 4. Predicted band gaps of (4"'BY},_,Sn,, alloys versus x, for the following 1II-V compounds: AlP, AlAs, AlSb, GaP,
GaAs, GaSb, InP, InAs, and InSb. Lattice mismatches, defined by Eq. (5}, are shown. Kinks can be seen in all levels. at the critical
composition x,={.3. For some alloys, notably (InP};_,Sny, for x < 0.6 and (InAs),_,Sny, for x <0.5, the & minimum occurs at the
X point in our tight-binding mode] and the strict bifurcation at point X is clearly visible.

ure by figure. Figure 2 displays predicted band edges for
zinc-blende materials combined in metastable alloys with
Si. Those with the smullest lattice mismatches are
(AIP), _.Si,, (Aa/a = -—-0.004), (AlAs),_,Si,, (—0.043),
(GaP);_,Sip, (—0.004), and (GaAs),_,Siy, (—0.043).3
Thus, of this class of well-lattice-matched alloys, one is
restricted to materials with (Z; <23. The fundamental
band gaps of these alloys vary from 1.17 eV for 8i to 2.5
eV for ordinary AIP.2* These gaps tend to have only one

kink, at the critical composition x =x,, because the fun-
damental gap, like that of Si, is along the A, line for all x,
and does not cross I" or A [the exception being
{GaAs); _,Si,, for which we find crossings from I' 10 A
to A as a function of increasing composition]. The kink
in T for x=0.8 is due to mixing of this level?’ and a I'}*
level not displayed (Si has [')°<TI}). In contrast to the
small-lattice-mismatched masterials, the heavily strained
alloys (see the last row of Fig. 2, il she w multiple band-
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edge crossings from I to A to A as a function of increas-
ing composition x.

Figure 3 gives band edges for zinc-blende materials in
metastable mixtures with Ge. Those with the smallest lat-
tice mismatches are (AlP),_, Ge,, (Aa/a =0.037),
(AlAs), _ . Gey, (0.0), (GaP), _,Ge,, (0.037),
(GaAs), _Ge,, (0.0, and (InP),_,Ge,, (—0.037). In this
class of alloys we are restricted to well-lattice-matched
materials with {Z) <32. The band gaps of these alloys
vary from 0.1 eV for (InP),_,Ge,, at x =0.3 to 2.5 for
ordinary AIP. The band gaps of these alloys have cross-
ings from A to I' to A for (AIP),_,Ge,, and
(AlAs);_,Ge,, and from I" to A for the others. Of the
remaining alloys with larger mismatches, some, such as
(InAs),_,Ge,, and (InSb),_,Ge,,, have zero gap for
svine compositions x but, because the mismatch is larger,
they may be difficult 0 grow.

Figure 4 presents our predictions for metastable alloys
resulting from mixing zinc-blende materials with Sn.
Those with the smallest lattice mismatches are
(AISb);_,Sn,, (Aa/a =0.053), (InAs);_,Sn,, (0.068),
(GaSb), _,Sny, {0.060), and (InSb);_,Sn,, (0.0). In this
class of alloys, lattice matching restricts us to materials
with 32 < (Z) <50. These are especially interesting ma-
terials because Sn has a zero band gap. The band gaps are
predicted to be zero for the metastable alloys
(1i:As);_,Sn,, and (InSb);_,Sn., for all compositions
(despite the fact that the equilibrium compounds InAs
and InSb have nonzero gaps®*). All of the Sn-based meta-
stable alloys (with small lattice mismatches) mentioned
above are either direct-gap or zero-gap inaterials.
(GaSb);_,Sny, is particularly interesting, because the
predicted gap varies from 0.15 eV to zero over a large
range in composition, from 0.3 to 1.0. Hence, the gap is
small and may not be too sensitive to fluctuations in local
environment. This, along with (InP),_,Ge,,, may be an
especially good candidate for an infrared detector.”? The
remaining alloys, while covering a large range in gap size,
from 2.5 eV for ordinary AIP to zero for Sn, all have
large lattice mismatches, Aa /a > 0.096, and good-quality,
long-lived, metastable samples of these materials may be
difficult to grow.

IV. CONCLUSIONS

We have presented predictions of the energy band gaps
versus alloy composition x for the Greene alloys: meta-
stable, crystalline, substitutional alloys of III-V com-
pounds and group-IV elemental materials. The band gaps
at points I" and L exhibit kinks and the X points bifurcate
as functions of composition x, at a critical value x,. corre-
sponding to the order-disorder transition of Newman
et al. The V-shaped bowing offers the possibility of band
gaps significantly smaller than expected on the basis of
the conventional virtual-crystal approximation. Alloys
with modest lattice mismatches that are predicted to have
small band gaps include (InP),_,Ge,,, (AISb),_,Sn,,,
(GaSb); _,Sn,,, and (InAs);_,Sn,,. Larger band-gap al-
loys with several potentially interesting level crossings in
the band gap include (AlAs), _,Ge,, and (GaAs),_,Si,.
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The following facts, and many others, concerning III-V (e.g., GaAs, InP) Schottky barriers
can be understood in terms of Fermi-level pinning by interfacial antisite defects (sheltered by
vacancies) at semiconductor/metal contacts: (i) the barrier heights are almost independent of
the metal in the contact; (i) the surface Fermi levels can be pinned at sub-monolayer coverages
and the pinning energies are almost unaffected by changes of stoichiometry or crystal structure:
(iti} the Schottky barrier height for n-InP with Cu, Ag, or Au is =0.5eV, but changes to
={.1 eV when reactive metal contacts (Fe, Ni, or Al) are employed because the antisite defects
are dominated by P vacancies; aud (iv) the dependence on alloy composition for alloys of AlAs,
GaAs, GaP, InAs, and GaAs is extremely complex —owing to the dependence of the binding
energy for the cation-on-anion-site deep level on alloy composition. Fermi-level pinning by Si
dangling bonds at Si/transition-metal silicide interfaces accounts for the following facts: (i) the
barrier heights are independent of the transition-metal, to within =0.3eV: (i) on the 0.1 eV
scale there are chemical trends in barrier heights for n-Si, with the heights decreasing in the
order Pt, Pd, and Ni; (iii) barriers form at low metallic coverage, (iv) barrier heights are
independent of silicide crystal structure or stoichiometry to 0.1 eV; and (v) the barricr hcights
for n-8i and p-Si add vp to approximately the energy of the band gap.

1. Introduction

When a metal is deposited on a semiconductor surface, a potential barrier
to electron motion is forried, which prevents the flow of electrons between
the metal and the semiconductor. The physics governing the formation of
this Schottky barrier is controversial even today. Here we present theoreti-

0378-5963/85/$03.30 © Elsevier Science Publishers B.V.
(North-Holland Physics Publishing Division)
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cal calculations which support the notion that Schottky barriers are com-
monly (but not exclusively [1]) formed as a result of “Fermi-level pinning”
by deep trap states associated with defects at the semiconductor
surface.

The basic idea of Fermi-level pinning was enunciated by B: deen [2] in
1947, and is most easily described for the limit of a degencrate n-type
semicond: ctor in contact with a metal. The Fermi encrgies of the semicon-
ductor, the semiconductor surface. and the metal must align in electronic
equilibrium. At zero temperature, the Fermi level of the semiconductor lies
almost at the conduction band edge (more precisely, at the donor level), and
lines up with the Fermi level of the metal. The Fermi energy of the
semiconductor’s surface, however, can lie deep in the funda sental band gap
if there are deep impurity levels in the gap. In this cuse of sufficient
~ concentration of deep lovels in the gep. the deep levels determine and

“pin” the Fermi energy of the surface. which does not align with the bulk
semiconductor’s Fermi energy if the valence band maxima of the bulk and
the surface are assumed to be at the same energy. Hence, the semiconductor
and its surface are not in clectronic equilibrium when the valence band
maxima align. As a result, carriers must diffuse in order to bring the surface
into clectronic equilibrium with the bulk semiconductor and the metal: a
surface dipole must build up, and the bands must hend near the surface to
align the Fermi energics of the bulk and the surface. This results in a
Schottky barrier (see fig. 1). Bardeen, in his Fermi-level pinning japer. left
open the possibility that the deep levels responsible for the pinning might be
either intrinsic (e.g.. surface states) or extrinsic. Spicer and co-workers [3]
have championed the idea that natize defects produced during the formation
of the semiconductor/meral contact pin the Fermi energy.

In this Fermi-level pinning model, one can estimate the Schottky barricer
height for an n-type semiconductor by first determining the defect respon-
sible for the pinning and then calculating the difference in energy between

Conduct jon Bond /Barrjer Height

Unlence Band /

Semiconductor Surfoce Metol
n-type

I
i
|
|
|
|
1
I
1
™
-

Fig. 1. Schematic illustration of the Bardeen model of Fermi-level pinning by a semiconductor-
surface defect deep level (denoted by an open circle with a bar through it).
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the neutral defect’s lowest unfilled deep level in the gap and the conduction
band edge. (For p-type material, the highest filled level in the gap pins the
Fermi level.) Hence the problem of calculating the Schottky barrier height is
reduced to the equivalent problem of compating the binding energy of a
deep level. (See fig. 1.)

2. Deep levels in the bulk

To understand the physics of deep levels at metal/semiconductor con-
tracts, one must first comprehend the basic physics of deep impurities in the
bulk of a semiconductor. An impurity level, by current definition [4], is
“deep” if that level originates from the central-cell defect potential of the
impurity (as opposed to criginating from the long-ranged Coulombic tail of
the defect potential, as for “shallow” levels). In covalently bonded semi-
conductors, sp-bonded substitutional defects have typically four deep levels
near the fundamental band gap and an infinite number of shallow levels.
The infinite number of shuallow levels is associated with the fact that the
Coulomb potential has an infinite number of bound states. and the four deep
levels are due to there being one s-like and three p-like orbitals for an
sp™bonded defect. In the bulk of a tetrahedral semiconductor, the three
p-states are degenerate, forring a T,-symmetric deep level, and the s-state
gives rise to an A, level.

The four deep levels need not all lie within the fundamental band gap.
however. In fact, it is rare that all four do. Indeed, a *‘shallow impurity” is
one for which all of its deep levels lie outside the fundamental band gap (fig.
2). A “decp impurity” is an impurity that produces at least one deep level in
the band gap. The issue of whether a decp level lies within the gap or not is
a quantitative one: if the host bands are broad enough and the fundamental
band gap is narrow enough, then the bands are likely to cover up all of the
deep levels, making them resonant with the host bands. Hence. narrow-gap
semiconductors tend to have relatively fewer “‘deep impurity™ centers (with
levels in the gap) than large band-gap materials.

The basic physics of deep levels is illustrated schematically in fig. 3 for the
case of an N impurity repiacing P in the bulk of GaP. For simplicity we
consider only the A, or s-like deep state of the defect. First consider atomic
Ga and P, which, when combined intoc a molecule. form bonding and
antibonding levels. The bonding-antibonding splitting is of order vY/eq,—
€p). where v is the nearest-neighbor transfer mairix element and e, — €. is
the energy denominator resulting from perturbation about the ovtiume
tight-binding limit [5.6]. The bonding and antibonding states of the moie-
~cule are the parents of the conduction and the valence bands of the solid.
respectively. If now one P atom is replaced by an N impurity atom, the N
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Tz
A, T,
2 Conducti
E9dp i-/—:{-_ Ll onduction
A,
° “ 7 “ “Vatence
Shallow Deep

Fig. 2. Schematic illustratior of the difference between “shallow™ and “deep™ sp™-bonded
substitutional {donor) impurities, after ref. [21]. The shallow energy levels ir the band gap are
dashed. The deep tevels of A, (s-like) and T, (p-like) symmetry are denoted by heavy lines. In
the case of a “shallow impurity™ the deep levels are resonances and lie outside the fundamental
band gap: for a “deep impurity™ at least one deep level lies within the gap. The lowest level is
occupied by an extra electron (dark circles) if the impurity has a valence one greater than the host
atom it replaces {e.g., S or O on & P site in GaP).

will try to hybridize with its neighbors. However, the atomic energy of the N
is = 7 eV lower than the corresponding energy of the P atom it replaces (i.e.,
the defect potential in the central-cell is V = —7eV). As a result, the energy
denominator is =7 eV larges for N than for P, and (since v is almost the
same for P and N [7]), the bon:ing—antibonding splitting is smaller — and the
deep level lies within the band gap. For a slightly less negative vajue »f V
(i.e.. a slightly more electropositive defect than N, such as S}, however, the
deep level is resonant with the conduction band —so that at most “shaliow”
states bound by the long-ranged Coulombic, —Ze*/er, part of the defect
potential {neglected here} would lie in the gap. (Here Z is the impurity-host
valence difference and is zero and unity for N and S, respectively. 1oplacing
a P atom in GaP.)
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Fig. 3. Schematic illustration of the qualitative physics of deep lcvels, as discussed in ref. [4].
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3. Deep levels of surface defects

The same basic physics holds for a defect at a surface. The reduction of
the tetrahedral symmetry by the surface causes the A, bulk levels to shift
and the T, deep levels to split into three orbitally non-degenerate levels. For
a defect at a free surface the splittings of the T, level are of order 1eV.
Therefore, the free-surface defect levels lie at substantially different energies
fron. the bulk defect levels.

A central question is whether the pinning defects for Schottky barrier
formation are at the semiconductor’s surface or in the semiconductor’s bulk.
There is no definitive experimental answer to this question at the present,
but we believe that the defects are at or very near the semiconductor/metal
interface in environments that are quite similar to the environment of a defect
at a free surface. By this we mean the pinning defects are each adjacent to a
vacancy or a void (or a highly electropositive atom) that “shelters” it
electronically from its more distant neighbors: a defect-vacancy pair in the
semiconductor’s bulk has essentially the same energy levels as a defect at a
surface [8]~because deep-level wavefunctions are rather localized to the
shell of first-neighbors of the defect, and the main diflerence between a
defect-vacancy pair and the same defect at a surface is that, at the surface
(which can be thought of as a sheet of vacancies), some second- and
more-distant neighbors are vacancies rather than atoms. (Second~neighbor
effects on a deep level are rarely major.)

Our reasons for adopting this viewpoint that the pinning defects are near
the semiconductor/metal interface and ‘sheltered” in free-surface-like
environments are: (i) Fermi-level pinning can occur at sub-monolayer
metallic coverages, a fact that is difficult to explain unless the relevant
defects are at or near the interface; (ii) the simple bulk point defects. such as
vacancies and antisites, unquestionably give qualitatively as well as quan-
titatively incorrect predictions for the observed behavior of Fermi-leve)
pinning and Schottky barrier heights (e.g., the bulk antisite Asg,— As on a
Ga site—in GaAs cannot explain the Fermi-level pinning for n-GaAs
because it produces onl: an occupied deep donor level in the gap. whereas
an unoccupied acceptor is required to achieve Fermi-level pinning in the gap
for n-type material ~i.e., the next available level for an electron is the deep
level, rather than the conduction band edge). In contrast, Asg, at the surface
produces two deep levels in the gap: a deep donor and a deep acceptor; (iii)
without the concept of sheltering, the defect theory would be in conflict with
the experimental fact ihat. for GaAs and some other semiconductors, the
deposition of different (non-reactive) metals in a semiconductor/metal con-
tact most often leads to the same Schottky barrier height (if the defect were
in direct contact with the metal, its energy levels would be significantly
altered by changing the metal). Therefore, the pinning defect must be
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adjacent either to a vacancy or to a very electropositive atom (recall that
electronically a vacancy is an infinitely electrapositive *“atom™ [9]).

Spicer and co-workers [3], Wieder et al. [10], Mdnch et al. [11]. and
Williams et al. [12] have presented numerous data which indicate that the
surfaces of HII-V semiconductors have Fermi levels determined or “pinned”
by the deep impurity states of naive defects. The exact mechanisms by
which these defects are created are not presently understood, but it is
believed that they are normally generated during the formation of the
surface (e.g.. by cleavage) or during the deposition of a metal contact.
Indeed, the precise nature of the native defects is not presently known, and
one purpose of this work is to provide a theoretical framework for identify-
ing the “pinning defects”. We shall enumerate the possible native defects,
argue that the pinning levels of many complex defects are virtually identical
to the pinning levels of a few simple ones, show that some simple defects can
explain the observed chemical trends in Schottky barrier data for II-V
semiconductors while others cannot, and propose a relatively simple and
specific picture of the pinning defects.

The possible native defects are anion and cation vacancies, both typces of
antisite defects, anion and cation interstitials, and combinations of these. It
can be chown, however, that the combination defects normally have spectra
similar to the sum of their constituents’ spectra [8] — and so we consider only
the isolated defects. We also eliminate interstitials from consideration,
because (i) interstitials are known to be very sensitive to the local envirosn-
ment [13] (whereas Fermi-level ninning defects are not), and (ii) in the buik,
the Group-III and Group-V atoms have been observed either on their own
sites or on the antisite, but (to our knowledge) not at interstitial positions.
Defects associated with the metal atoms originating from the metal of the
contact are not considered because (i) for some semiconductors at least, the
Schottky barrier heights are relatively independent of the nictal, and (i) for
most of the semiconductors of interest, the metal atoms themselves do not
produce the required deep levels in the fundamental band gap.

Thus we are left with an apparently simple problem: compute the deep
levels of the vacancies and the antisite defects, and determine if these levels
explain the observarions. in ma’.ing these calculations, however, we must
recognize that this or any thcory has uncertainties of order = (1.5 eV (part of
which is due to the neglect of lattice relaxation around the defect). There-
fore, we do rot simply compare the theory with data. but instead we (i)
eliminate as many as possible of the Fermi-level pinning assignments
because the theory and the data disagree by > 0.5 eV, and (ii) make our final
assignments or the basis of the observed chemical trends in the Fermi-level
pinning positions from one semiconductor to anothér.

The calculations empioy an empirwal tight-binding Hamiltonian [6] for
the host semiconductor. Since the parameters of this Hamiltonian exhibit
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chemical trends, the defect potential’s matrix elements can be estimated from
the trends [4]. In the localized-orbital sp’s* tight-binding basis, the defect
potential V is diagonal (provided we assume that the lattice does not relax
around the defect) with elements proportional to the differences between
the atomic energies of the defect and the host atom it replaces. The deep
levels of the defect are obtained by solving the secular equation

det[1 - (E - H)'V]=0 .

where H, is the host Hamiltonian and E is the deecp level. For the
calculations reported here, H, describes a relaxed {110) HI-V surface with
the 27° rigid rotation of the anions out of the surface plane, and V is a
matrix simulating the central-cell potential of a defiect at the surface.
However, a far simpler model involving defect—vacancy pairs in the bulk or
at an interface would give similar results [14]: in the simpler case H, would
represent the sheltering vacancy and the cluster of atoms at the defect site
(before the defect is introduced) and at surrounding first- and possibly
more-distant-neighbor sites. The details of solving the secular equation
either for a defect at the free surface [15] or for a simplified cluster model
[14] have been described elsewhere.

4. Results for III-V semiconductors

The resuits of our calculations of the Schottky barrier heights (i.e., the
binding energies of the lowest incompletely occupied one-electron level of
the neutral impurity with respect to the conduction band edge) are given in
fig. 4, where we have assumed that the defect responsible for Fermi-level
pinning is the caticn-on-anion-site antisite defect at the surface. The
agreement between theory and data is strikingly excellent, and strongly
supports the hypothesis that this antisite defect is responsible for the
observed Schottky barrier formation. (The two vacancies and the other
antisite defect fail to reproduce all the observed trends.)

This success does not mean that all Schottky barrier formation in [11-V
semiconductors is attributable to Fermi-level pinning by cation-on-anion-site
defects. Although an antisite defect can be formed with less free energy that
a vacancy [16]. we believe Fermi-level pinning by vacancies has been
observed for InP contacts with reactive metals [17]. Indeed, the apparent
dependence of Schottky barrier height on chemical reactivity [12,17,18] can
be explained in terms of chemical reactions changing the dominant defect
from an antisite to a vacancy. The reactive metals combine with P making
stable compounds. leave P vacancies (V,). In InP these vacancies are
predicted to yield shallow donor levels in the fundamental gap near the
conduction band edge: these levels pin the Fermi energy and yield a small
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Fig. 4. Experimental (dashed) and theoretical (solid) dependence of the Schottky barrier
heights of 1II-V semiconductor alloys with Au contacts versus alloy composition, after ref. [22].
The theory assumes Fermi-level pinning by a surface cation-on-anion-site defect.

(= 0.1 eV) Schottky barrier height. Thus, when reactive metals (viz., Fe. Ni,
or Al) are deposited on InP, the dominant Fermi-level pinning defects
appear to be P vacancies; but when non-reactive metals are deposited (viz..
Cu, Ag, or Au), the antisite defect levels appear to dominate, and the
barrier height is approximately 0.5eV. Thus the theory, supplemented by
the hypothesis that the reactive metals produce P vacancies, can account for
the InP data. ‘

The ability of the theory to provide a natural explanation of the depen-
dence of Schottky barrier height on chemical reactivity is especially im-
portant, because it offers a resolution of a major controversy between the
viewpoints (i) that Schottky barrier formation is due to Fermi-level pinning
by defects (championed by Spicer and co-workers [3]), and (ii) that Schottky
barrier formation depends critically on chemical reactivity (advocated by
Brillson and associates [18]). Our own viewpoint is that both sides of the
controversy are essentially correct, and that different chemical reactions
produce different dominant defects and Fermi-level pinning positions.

Presently. it is not known if reactive metals do indeed produce a sufficient
number of interfacial P vacancies in InP. Indeed, studies of P diffusion indicate
that the diffusion ra:e is greater for non-reactive metals and that P concentrates
at the reactive-metal/InP interface [19]!

There are many other experimental facts concerning III-V semiconduc-

tors, most of them of a detailed nature. that the Fermi-level pinnii.g theory « -~

can explain. But rather than focus on those details in our limited space, we
instead turn our attention to Si (which, being homopolar. has no antisite
defects) and the question of whether Sis Schottky barriers are similar to
those of the I11-V’s.
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5. Si/transition-metal silicide Schottky barriers

The best-studied Si Schottky barriers are those with transition-metal
silicides. The silicides themselves are metals ereated by the reaction of the
transition-metals with the Si. For these systems we believe the pinning
defects are Si dangling bonds.

The local defect we think is responsible for the Fermi-level pinning is
similar to a bulk-Si vacancy whose four nearest-neighbor atoms (instead of
all being Si) are three transition-metal atoms and one Si atoms (the one
whose bond dangles into the sheltering vacancy due to a missing Si bridge
atom at the Si/transition-metal silicide interface) [20]. If the transition-metal
atoms were instead Si atoms, locally this defect would be a bulk-Si
vacancy ~ with an A, symmetric deep level resonant with the valence band
and a T, level in the Si band gap. Hence, to determine the physics of the
Fermi-level pinning at the Si/transition-metal silicide interface. we need only
understand how the bulk-Si vacancy’s deep levels change as three of the
vacancy's neighbors change from Si into transition-metal atoms. The change
of the three neighbors from Si into transition-metal atoms can be simulated
by increasing the sp® hybrid energies of the atoms on the transition-metal
sites (for the hybrids oriented toward the vacancy) from ¢, (for Siyto ¢, + V'
(for transition-metal atoms), with V of order SeV. That is, relative to Si, the
transition-metal atoms are very electropositive (electronically like vacan-
cies). The large positive repulsive potential V on the transition-metal sites
merely pushes the Si dangling bond away from the silicide and into the Si.
In the process, it drives the energy of the T, deep level for the bulk-Si vacancy
out of the fundamental band gap and into the conduction band, and brings
the A, level up into the gap. (For V- + =, the A-derived level approaches
the hybrid energy e, asymptotically from below.) This level. for the neutral
defect, is singly occupied by one electron, and therefore can pin the Fermi
energy of either n-Si or p-Si. Hence the barrier heights for n- and p-type
material add up to the band gap. Since changes of V of order 1eV have
little effect on a pinning level that asymptotically approaches e,, the theory
explains why different transition-metals have the same barrier heights to
within = (.3 eV, while the differences in barrier heights on the 0.1 eV scale
reflect the chemical trends in V (which is proportional to the difference
between the atomic energy of a transition-metal and that of Si) giving
decreasing barrier heights for Pt. Pd, and Ni silicides. Morcover, since the
pinning defect is localized and has propertics that depend primarily on the
electropositivity of the transition-metal atoms, one can understand why
barriers form at low metallic coverages and have heights that are insensitive
to stoichiometry or the silicide crystal structure. Thus Fermi-level pinning by’
dangling bonds can account for the main experimental facts concerning
Schottky barrier heights at Si/transition-metal silicide interfaces.
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6. Discussion

We have touched on a small subset of the many and varied experimental
facts that can be explained by the Fermi-level pinning model of Schottky
barrier formaticn. This model has been successfully applied to Schottky
barriers involving Si. Si,_,Ge,, and diamond (with Fermi-level pinning by
dangling bondc<) as well as to I1I-V semiconductors (in which antisite defccts
and dangling bonds pin the Fermi level). It appears to be applicable to anv
covalent semiconductor which responds to contact formation by spon-
taneously producing a sufficient number of native defects.
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We have used a variety of novel aporoaches in characterizing metal-semiconductor
interfaces — soft X-ray photoemission spectroscopy with interlayers or markers, surface photo-
voltage spectroscopy, and cathodoluminescence spectroscopy, coupled with pulsed laser
annealing ~to reveal systematics between interface chemical and electronic structure. The
chemical basis for these interfacial properties suggests new avenues for controlling clectronic
structure on a microscopic scale.

1. Introdrection

With the application of surface science techniques to the study of metal-
sen.,conductor interfaces, considerable progress has been achieved in
understanding the interactions which take place at the microscopic junction
and their influence on macroscopic electronic properties [1-6]. In particular,
it is now generally accepted that the extrinsic electronic states of a metal-
semiconductor interface - e.g., those due to some interaction between metal
and semiconductor —rather than any intrinsic states present at the semi-
conductor surface - dominate the Schottky barrier formation. Considerable
evidence for these conclusions has been derived from contact potential [7,8].
surface photovoltage, low energy electron loss [9,10]. UV {12,13], and soft
X-ray photoemission spectroscopies [14-21]. With these techniques, research
groups around the world have found strong charge transfer and atomic
redistribution occurring with the deposition of only a few monolayers or less
of deposited metal on cican, ordered semiconductor surfaces. Thus related
phenorsena such as chemical reactions, diffusion. formation of defects,
dipoles, and alloy layers at the metal-semiconductor interface arc observed
which can account for Schottky barrier formation on an atomic scale. Within
the last few ycars. this body of work has been extended 10 reveal further

* This work reported here was carried out in collaboration with C.F. Brucker, A. Katnani, M.
Kellv, G. Margaritondo, H. Richter. Y. Shapira, M. Siade, and N.G. Sioffel.

)378-5963/85/%03.30 © Elsevier Science Publishers B.V.
(North-Holland Physics Publishing Division)
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Studies of electrochemically etched tungsten scanning tunneling microscope tips, using scanning
electron microscopy. show that (i) the tips are often convolved or bent if the mass of the tungsten
wire submerged in the etchant is large (an effect ascribed to surface plastic flow), (ii) bent tips
nevertheless often produce good quality scanning tunneling microscopy images of Au films in air,

but (iii) tips, once crashed clumsily into the Au films, no longer produce images.

I INTRODUCTION

In an idzal scanning tunneling microscope, electron tunnel-
g occurs between the surface being studied and a single
atom at the end of a sharp tunneling tip. In practice, it is rare
to prepare tips even resembling the sharp, single-atom ideal.
Often, in order to obtain scanning tunneling microscope im-
ages from layered compounds, one must first crash the tung-
sten tip into the surface. This initial crash very likely
“spears” a layer of the material being studied, wtich then
can act as a tunneling tip. For example, scanning tunneling
microscope studies of layered compounds, such as graphite,
using tungsten tips suggest 1hat the “tip” may in reality be a
layer of graphite stuck on the tungsten.'* Colton e al.! and
Mizes and Harrison® have shown rather dramatically that
many of the different images reported for graphite surfaces
can be obtained b having more than one atom acting as a
tunneling site. In I{I-V semiconductors, Feenstra and Fein*
have shown that images of defects on the GaAs (110) sur-
face depend on the character of the tip as much as on the
defect. Biegelsen e al.® have published studies of tip struc-
tures and have found that ion milling improves the sharpness
of a tip. removes oxide, and enhances the tip's reliability.
Clearly the role of the tip and its geometry in forning scan-
ning tunneling microscope images is incompletely uncer-
stood.

In this paper, we report some elementary studies of tung-
sten scanning tunneling microscope tips. These include stud-
les of scanning electron microscope images of tips, the de-
pendence of tip geometry on tip etching and growth
conditions, and the quality of scanring tunneling micro-
scope images obtained from each tip. As our touchstone of
comparison. we use images of Au films in air. Surface Au
atorns have . high mobility, forming nearly planar surfaces,
and the steps on these surfaces are easily visible with our
microscope. We us. Au rather than graphite as our standard
because giaphite layers are too easily peeled from the sur-
face. We find, not surprisingly, that once cor tips crash into
the surfuc. of Au, unless the crask is rather gentle,® the tips
no lorguer presiuce good images; however, we also find that
tp geometry, as observed with a scann’g elecrron micro-
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scope, can be a deceptive predictor of scanning tunneling
m.:roscope image quality. In particular, some tips can be
terribly “bent” or convolved geometrically and yet produce
rather good images.

Il. TIP PREPARATION

Each tip was prepared by placing several millimeters of
the lower end of a tungsten wire (0.025 in. diameter) into an
agqueous 1M NaOH eiching solution and applying a 12-V
potential to the tungsten wire (with respect to a stainless-
steel electrode inserted into the solution). The etch was con-
tinued until the submerged portion o the wire dropped off
into the bath, leaving the usable tip suspended near the li-
quid/air interface. By electronically monitoring the etching
current (typically 10 mA) with a comparator circuit, the 12-
V potential was shut off when the wire separated. This pre-
vented further etching of the tip. After the <eparation, the
atch voltage was pulsed “on” for 1 s, to remove any irregu-
larities at the end of the tip.

In order to prevent unnecessary e*ching, we covered a
large portion of the wire submerged in: the solution with Tef-
lon insulation. This kept the current density in the etching
region approximately constant and permitted better deter-
mination of the mass of the submerged portion of the wire
(for correlation of tip shape with the mass of the submerged
portion, see below).

. SCANNING ELECTRON MICROSCOPE IMAGES

The tips that we etched generaliy exhibited nearly ¢xpo-
nential shapes (Fig. 1), rather than the nearly paruoolic
shapes reported by some authors.” We find thut this ¢xpo-
nential shape results when the current density (and hence
the reaction rate) is high. We have obaerved that. with a
longer lengtli of wire { ~1 cm or morz) exposed " the et-
chant, the protiie of the uip tended to become more pe. - Holic.
We have also found that more paraboiic shapes resuit from
electrochemical etching with liernating rather than direct
current.

A number of our tips had. in add:"1on to the nearly expo-
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Fia. 1. Scanning clectron microseope image of a pointed tungsten tip. The
tip was etched in an aqueous NaOH solution. Note the 100-um scale.

nential overall shape, highly convolved or bent points (Fig.
2}, although such tips had never been allowed contact with
any surface. By carefully controlling the etching conditions,
we learned that such bent points tend to occur when the mass
(length) of the tungsten wire in the etchant is large, a condi-
tion indicative of (i) plastic flow of tl:: tungsten wire as the
tip 1s formed and (ii) some recoil of the tip at the instant of
tip formation, when the wire in the etchant drops off.

Just before the bottom portion of the wire separates, plas-
tic flow occurs at the narrowest region of the wire when the
stres< induced by the wire’s weight is greater than the yield
stress. Rough estimates indicate that the weight of several
millimeters of tungsten wire in the etchant bath is sufficient
to allow plastic deformation at a necking diameter of about 1
fem. Furthermare, e caechanical energy stored in the neck
region of the stretehed tungsten wire is released when the
wire separates. This energy, although perhaps an order of
magnitude too small to plastically deform the entire volume
of the thicker portion of the wire, is nevertheless sufficient to
deform small surface regions, leading 10 tip recoil and bend-

F1G. 2. Scanning elect, n microscope image of a contorted or bent tungsten
tip. The contortion is not due 1o the tip's having been crashed, but rather is
due 10 tip deformation during etching. Such bent tips occur when a large
mass of wire is submerged in the etchant, and are ascribed to recoil after
fracture resulting from plastic deformation. Note the 10-um scale. Note
also the “dirt™ on the tip. residual NaOH.
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Firi. 3 Scanning tonncling microscope image of a Ao filn, koo using the
tip of Fig. 1. This is a tunneling current image over a 150\ 150 A arca of the
film. Comparable quality images are obtained with both pointed and beat
tips, provided the tips have not been crashed.

ing, with the yield stress apparently being exceeded locally at
certain surface regions.

The possibility of plastic flow playing a role in the forma-
tion of tips has been raised previously by Miiller and Tsong,®
but those authors uscribed the tip bending to the action of gas
bubbles. We virtually eliminate such bubbies by usang a di-
rect-current etch (alternating current produces many bub-
bles), but still obtain bent tips when the conditions of signifi-
cant plastic flow are met.

IV. SCANNING TUNNELING MICROSCOPE IMAGES

Surprisingly, the bent ot convolved tips often produced
decent scanning tunneling microscope images—of computra-
ble quality with images produced by “pointed™ tips, such as
the one in Fig. 3. Subjectively, the powted tips may have
produced slightly sharper scanning tunneling microscope
images. but the variation of image quality for various point-
ed tips was comparable with the differences between images
for pointed and bent tips.

In contrast, tips that were crashed clumsily into the sur-
face no longer produced images. (Controlled and gentle
crashes, however, can leave the tips capable of forming sub-
sequent images.”)

V.CONCLUSIONS

Thus we conclude that the best tungsten tips are formed
when only a small portion of the wire is suspended in the
etchant, and that the sharpness of a tip on the ~ 10-um scale
of .. scanning electron microscope image may not be a good
indicator o tip imagine quality. Nevertheless, as a matter of
good experimental pracuce, bent tips should be averded, and
so only o small portion of the tungsten wire should be sub-
merged during the etching process.
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SUMMARY .

Using a scanning tunnelling microscope tip formed by cutting a platinum wire, we have
modified the surfaces of gold and Hg;,_,Cd,Te on a nanometre scale by mechanical contact
between the tip and the surface. By using the same tip to form images, we have been able to gain
‘before’ and ‘after’ pictures of surfaces that have been selectively ‘sanded’, controllably
‘chiselled’, and ‘swep?’.

We have also obtained images taken under glycerin of Hg,_,Cd.Te and of the diluted
magnetic semiconductor Hg,_ .Mn,Te.

l. INTRODUCTION )

Since its birth, the scanning tunnelling microscope (STM) has proven to be an exceptionally
valuable tool not only for observing surfaces on the scale of atomic dimensions, but also for
modifying surfaces on a nanometre scale—nano-machining. One potential application for
nano-machined surfaces is in high-density information storage devices: a storage density of one
bit per square nanometre would allow the text information of an entire library to be keptin a few
square millimetres of arca. v

The STM has been used to ‘machine’ surfaces in several wavs. Becker et al. (1987) wrote a
bit having atomic dimensions on a Ge surface. Ringer ez al. (1985, scribed lines on a Pd-Si
surface. McCord & Pease (1986, 1987a—c) exposed resists using the STM and also used the tip
as a micro-mechanical 1ool-bit to shave off resist material from surfaces. Abraham et al. (1986),
Gimzewski & Moéller (1987), Gimzewski et al. (1987) and Jaklevic & Elie (1988) used the tip of
an STM to Jeform regions of surfaces by point contact between the tip and surface. Staufer ez
al. (1987, 1882, b)locally melied surfaces of metallic glasses with the STM. Schneir & Hansma
(1987), Schneir er al. (1988), Emch er al. (1988) and Knipping ¢t al. (1988) formed hillocks
and/or holes on gold surizces by increasing the bias potential between the STM tip and the
surface. Silver ¢1al. (1987) and Ehrichs et al. (1988) used organometallic gases to write metallic
features on surfaces, and de Lozanne et al. (1988) formed text characters on a Si substrate using
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a contamination resist. Lin of al. (1987) etched lincs on n-GaAs in an electrochemical cell.
Foster er al. (1988) manipulated organic mulecules on graphite, and Dovek ¢ o, (1988)
modified polymers. McCormick ¢z al. (1¥88) produced grooves on an Al substrate using an
STM.

In this paper we shall present three forms of surface modification or nano-machining which
can be whieved using a cut platinum wire as the STM i Fullowing g discussion of tip-
preparaiion procedures {(Seciion 23, we piesen: three exars, 8 of nano-machining: selective
‘sanding’, and controlled ‘chisclling’ on goid v, 1acesinair ~octior 2, and atomic ‘sweeping’
on Hg,.,Cd,Te in air (Secuon 4). ‘Sanding’ smooths atcmic pro.rusions from the surface;
‘chiselling’ writes a line or groove on the surface; and ‘sweeping’ moves material from one

Fig. 1. SEM imapc of au STM tip formed by cutting 2 028 m Pry Jre with diagonal cutter phiers. Atthe extreme
endof the wire there isa protruding Hinger wich is visible inbest L dow and (b bigh muagnification, Prosumably

a protruding cluster or proup of atoms at 1 end of whis finger acts as the wnnelling .
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region s another. Section 5 presents preliminary results, including STM images of features on
Hg,_,.Cd, Te and Hg,..Mn,Te surfaces, which were cleaved and imaged under glveerin.
Finally, potential applications of nano-machining techniques will be discussed in Section 6.

2. TIP PREPARATION

The tips used in this study were prepared by cutting a 0°25 mm diameter platinum wire with
diagonal cutter pliess. The angle between the long dircctiorn. of the wire and the cut direction
was always considerably less than 90, so one side of the cut wire protruded more than the other
side. It was hoped that there would be one predominant protrusion at the end of the wire which

Fig. 2. STM images of a pold 1ilm () before and {b) after selective ‘sanding’. Before *sanding’ there are two
hillocks near the centre of the image. The ‘sanding” operation selectively removes the two central hillocks leaving
the surrounding features unchanyged. The lateral range of the image is 80350 nm (length of the horizontal linei.
and the height range &> 9 nny - length of the vertical line).
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Fig. 4. conunucd.

woulc act as an STM tip and that this cut tin would be free from erchanr residues normally
present on etched tips. Platinum was chosen because of its relative nardness ‘necessary for
nano-machining) and inertness 1o armospheric contamination. A seanping Cectromn . aKroscope
(SEM) image of such a cut platinum wire is showr in Fig. 1iz". 7 uis up had be -1 used for
controlled ‘chiselling’ on gald.; At th- nighi-hand sice of the figure. =n the portio. f the wire
which was closcst rothe secmple. 2 poorruding finger can be seen. T < fineer is more clearly seen
in the magnified view of  ig. 1'b. ar:d was responsibie for the cur. :nt between thye tip anc the
sample. Presumebly the end o this finger is relatively fiat on an atomic scale, but with a
protruding cluster or group of atoms or, perhaps even a single atom, which acts as the actual
STM site for eleciron tunnelling.

3. NANO-MACHINING OF GOLD

For these experiments we constructed an STM following the design of Kaiser & Jaklevic
1987y, With this microscope we have imaged the surface of crystalline graphite, seeing well-
resolved protrusions st atomic positions. Using platinurs tips fabricated as deseribed above, we
have imaged several other surfaces. First we show results for Au surfaces in air.

‘ay Sclective “sonding’

Figure 2{a, shows a 30 30 nrs constant-current image taken on a gold fitm deposited on an
insulating subsirate (tip blas=- 30mV, current=10 * A). Several snieil hills’and features are
evide; 1. In particular, at the base of the . ~.ine near the horize yini ceatre of the picture, two
hillovs:- can be seen with 5 larger one . vat Snm in dieme. - +id about 0-3nm high. To
sand’ these hillocks. the tip was first mosed w the hillock resina. then the e war brought
closer i.rthe surface by incressing the setcurreni 2 tho. and-old: snd fnslly. the hillock region
was szenned at a2 rote 1oo fast tosllow the clectronics to maintain a constant distance hetween the
tp and the sampic. Following this sanding sieration, ihe original scanning conditions were
restored and the tip was scanned over the oresinal rov.on of the surface. Ve resuiting image.
shown in Fig, 2(bY shows rthe selective removal o3 the two hillocks of interest while the
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surrounding features remain intact, as can be seen upon comparison with Fig. 2(a). The
material from the hillock: has probably becn spread out over the surface by the sanding action,
or perhaps some of the material may have been picked up by the sides and the end of the tip,
leading to slight modification of the tip structure. Although it is not known if the hillocks were
composed of gold or of some conductive contaminant, the data indicate that selective local
‘sanding’ (smoothing) of a surface can be accomplished with ar STM tip.

(b) Controlles *chiselling’

Using a platinum tip similar to the one shown in Fig. |, we also ‘chiselled’ golc. A smooth
gold surface was prepared by meliing a piece of solid gold in a torch flame (Schneir et al. 1988).
A constant-current scan over a 200X 200 nm region of the pristine gold surface is shown in Fig.
3(a) (uip bias=+50mV, current==10-* A). The surface was modified by moving the tip over to
the right-hand side of the region and then, with the position of the tip in the x—y plane of ihe
sumple {ixed, the tip wi: moved electronically into the surface along the =-direction. Upmn
retraction, the tip was placed back at its origmal position and the region was rescanned. The
resuliing image (Fig. 3b) shows the san.c region of the surface, asindicated by the same features
in the apper right-hand corner as were observed on the pristine surface. In addition, Fig. 3(b)
shows a chisel line due to the impact of the tip. and surface. By repeating this chisvlling
procedure, other lines were ch.:wlied into the surface. Fig. 3{c) shows the surface afier three
such chiselling events. The chisel line to the left was done last. Subsequent chiselling plotghs
up material, which partaily fills in prior chisel marks. By rercating this process. four lines
spaced 3040 nm apart were chiselled into the surface {Fig, 3d). I: should be emphasized thatin -
this chiselling process the tip moves only in the s-direction. indenting the surface. This
indicates that the tip geometry is probably a nanoscopic whisker (which carries the tunnelling
current) on a relatively flat blade {which indents the surface).

It seems at first amazing that the STM tip can both drastically alter the topagraphy of a
region of the surface and then subseque..tly scan the same area. A possiple explanation for this
follows. After the first impact berween the tip and the surface, there i« =ndoubtably somé geld
which adheres to the end of the piatinum wire, perhaps in the forir. o7 a2 litle ball or ‘drop’.
(Encrgy dispersive analvris with X-ravs (EDAY Yof s tip (the tipof Fig. 1 which had been used
for chiselling indicates the achesion 0. A~ u 10 the end of the tip.) A protruding cluster of atoms
on the end of this ball presumably acts as the new STM tip and is responsible for subsequent
images. Daring chiselling. the gold on the end of the tip deforms upon con- .ot with the vid
substrate because gold is softer than platinu:n. This deformation continues os the platinum of
the tip indents the suriace. Upon retraction -:f the platinum tip, some gold again is picked up
from the surface and a new gold drop forms at the end 1o the platinum thus reforming the
scanning tip. The portion of the tip used for tunnelling is, therefore. geometrically different
from the part creating the chisel line. The chiscl line is then the mark of the platinum tip. while
the electrical current passes through the softer gold tip. If the end of the plaunur: 1y is not
symmeivic, then the mark of the tip is asymmetric. The data of Fig. 3 indicate an asymmistric
tp. which is not surprising for our tip-fabrication method, and the line nature of the mark is
very likely a result of an asymmetric platinum protrusion.

4. ATOMIC ‘SWEEPING  OF Hg,_.Cd. Te SURFACES

A consant-current inage of & Hg._,Cd,Te (x=0-2) surfacr in zir is shown in Fig. 4a) (iip
bias=+200m\', curres =10-7A). The v =n was taken witk the platinum tip which had
previously been used w0 J. the chiseliing - Fig. 3. After the scan of Fig. 4.2}, the tip impacted
the surface near th2 cenua. of the picrii.. lramediately aiier impact the $TA produced the
mmageof g 37b L A hough the gioss feainres of the image. such esthe ravine in e rich hand
corner and the general =1 e of the image, remained wichs 3 thedotails have beenafiered by
upect, most notablr. (e creation of a crater. Repeated s..o...:ing of the impact area cxused the
material in he oroter 1o Jdisappear. This craier, during the sixih p m1-impact scan, is shown in
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bl Sy
high. The laieral raues of the image is 20>.20 nm (lzngth of the hwiizontal line), and the height range is 23 om
(length of the verticas Mine:.

Fig. 5. STM inwmg oo Hee 4, Te creaved 2nd imaged under lveer'. The stepsare 0-5nm and 0-§
2

Fig. 4 ¢j. The eraptving f the crater cannot be explainy ! by changes (such as sharpeningiof a

funted tip. since then other features su.h: as the ravine of Fig. 40¢) wouid have ziso become
more pronounced, which did not happen compare Fige . +b and o). AL :agh the mechanism
rerponsible 107 removal of mirterial fram the o Lor is unkne v n, a poseenic expianation is that
the impact o the tip broke up marerial withe s aisiedging it Subsequent scanning then swept
th material sutof the erater conce! ably by either mechanical contact between the tiy: v the
m.erial or by electric-fiend induse. furees on the material.

5. 11=¥i CONMPOUNDY OBSERVI D UNDEL GLYCERIN

e have imaged Heg, (CdTe (x=u2: and the dilure! magnetic ~2miconductor
e MnTe x=0-02%. afier vicaving under glveerin, We hope that the glveerin {which 1s
essennstly nen-conducting 2t the hias volteey ue2d, acts as a protective ..'c on the surfice.
he.ring to prevent atmospheris contaminztion, A constant currey” scar ¢ pojverysialline
Hz CdTe Jleeved end imuped - der olveerin s o7 ven in Fig, 3 (ip bias=+200m\V.
curreni=1¢ A Livthelowerripns ) o ouretheren ceprofho o3 and -8 nm. Since

v

$
3

the wacroscopic ernstal was polverysy nane. the fuce o L Hg L Cd S grain being viewed s
un own: moreover. tie Hg, Cd, T curfece conld Lie contaninated. We cannot, therefore.
sichow many ciomie lavers the steps represent or i the ste; are s minsic My, (Cd T e a
imanl. Neverthicls
atemi lavers, respoetr I3 0 eexposed face were Jind o Cd Tel

An examp.. of features cen on the diried micxmeiic semiconductr (DMS . marerial
He Mp T o2 028 are showe o Vig Corip b - 200mV, cuerent 10 A we v the
sample was cleaved v imaged unde: glvoerin, Ridge sveral nunometres ugh can beseen on

oo can suy that the stops wonll nove @ nuigh' of three and e

. .
Lo suriele.
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Fig. 6. Ridges on the DMS material Hg,_ Mn, Te cleaved and staoges under ghveerin. The ridges are several
nanurnetres high, The loterai range of the image is 30 nm {lengtt ¢ the 1 2zontai ling), and the height range is
13 nm (length of the vertical i .

To our knowledge these are the first STM images of Hy,_Cd, Te or of z diluted magnetic
semiconductor. Tu learn at.out the surface strv turesof 1 e materials, itis cleariv desirable to
perform experiments in ultra-high vacuum (UHV) in or 1ur to prevent contamination. Worl- is
presently underway in our laboratory to observe cleaved single crystals »f I1I-V] compounds
under UHV canditons. The abeve examples indicate that surface morpholoyy of I1-V]
mater.als can i Jved be imaged under glveerin, and strong. - suggest that UHVY imaging o these
materials is likeiy to be succer ful also.

6. CONTLUSION

We b e shown three examples of surface alterations induced by STM tips consisting of cut
platinam wire: selective sunding’ of Au, controlled *chiceliing” of Au. and atoinic “sweeping of
Hg,.," 1. Teir uir. Iuis possible to smooth selected regions of the surface ¥y using the sunding
action « the §I'M tip, whiic leiving neighbouring structures essen:ially unchanged . Controlivd
‘chisclling” ¢f lines 30—40 .. apart has been achicved on a gold surace using a cut platinum
wire. Irwa- shown that the 31 M 1ip can “sweep’ or move material out of a tip-impact area on the
surface o Ha .  Cd e

In sumimary. thes. inachining operations, although priminive, could be used in refined

form for fibricotion of inforry tion storege structures. Foer example, the chiseling operation
performe fwith a more soun dcs dp would produce more circular craiers on gokd. Thetip. - d
ther de used under computer ¢ astrol 1o o riorny dotmatrix printing on the surlsce. produ i
a written paitern, or perhare oven 2 piccure, which could be ase) by using the selosiine
*sard.ng’ operation. "Tle swosuag and Soding perations eouls possibiv be used to trans non
graeps of stoms rrom o, tgion of the sortace o anethir therdang srains or ' paintiag a b ne o,

A
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a surface. In addition we have presented, to our knowledge, the first STM images of
Hg,.,Cd,Te and a DMS material.
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Fabrication of Quantum Dots

on the InSb(110) Surface
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Abstract

Using a scanning tunneling microscope, quantum dots of diameter

50 A have been fabricated on the cleaved InSb(110) surface in UHV.

and Sb atoms were clearly resolved on the cleaved surface.

PACS Index Numbers:

30 A to

Both In
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Scanning tunneling microscopes (STM’s) present the opportunity not only
to image a semiconductor surface with unprecedented resolution but also to
controllably alter the surface on the Angstrom scale, as a result of the tip-
surface interaction. Becker et al., demonstrated that single atoms could be
manipuiated on the Ge(lll) surface with a single voltage pulse [l]. A number
of authors [2] have "machined" wvarious surfaces on the nanometer scale, either
by crashing the STM tip into the surface, by applying voltage pulses, or by
local heating -- with experiments performed in air, under liquids, or in
ultra-high vacuum. In this paper we present some of the first [3] STM images
of the InSb(110) surface under ultra-high vacuum and we show how quantum dots

can be controllably engraved in the surface.

We employed a Pachyderm-4 sculpted STM [4], which is machined almost in
its entirety from a single block of stainless steel and hence has unusual
vibrational stability. With this STM, we obtained the 160 A x 180 A image of
Fig. 1 by scanning the InSb(110) surface. This surface was cleaved in 10711
Torr vacuum, and the image was taken with a tunneling current of 120 pA under
positive sample bias of +0.2 V (sensitive to electronically unoccupied states
of the InSb). The white features of the image are In atoms spaced by the
accepted lattice constants (assuming a 29° Rigid Rotation Model [5] of the
surface relaxation). The number of visible defects on this picture is one (in

the upper right corner) per =103 atoms.

Negative sample bias of -0.2 V produced the image of Fig. 2, which is

sensitive to electronically occupied Sb-derived states.

By positioning the STM tip over a spot for = 1023 we formed quantum dots,
such as those of Fig. 3. The positions of the dots were easily controllable.

The perfect InSb(110) surface was more susceptible to disruption by the SIM
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tip than other surfaces we have studied [2][6], and so preservation of the
perfect surface required rapid scanning, while the formation of quantum dots
was almost effortless. The diameters of the two dots in Fig. 3 are = 30 A and
= 50 A, namely, 5 to 8 times the InSb lattice constant, Close inspection of

that figure reveals images of individual In atoms.

The quantum dots appear to be small surface voids, with depths of 2 A to
4 A, The size of the voids can be increased by holding the tip fixed for a

longer time or by scanning over a very small area.

These results demonstrate that Angstrom-scale STM lithography of
InSb(110) surfaces will be feasible, and that it might be possible, if the
electronic structures of the quantum dots are favorable, to fabricate

Angstrom-scale memory bits on this surface.
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FIGURE CAPTIONS

Fig. 1. SIM image of a 160 A x 180 A area of InSb(110). The surface was

071 torr range) and imaged at +0.2 V sample

cleaved in wultra-high vacuum (1
bias with 120 pA tunmeling current. The white features are In atoms. The data

were Fourier filtered.

Fig. 2. STM image of InSb(110) showing Sb atoms. The sample bias was
-0.2 V  and the tunnel current was 120 pA. Individual Sb atoms are clearly

resolved. The data were Fourier filtered.

Fig. 3. Quantum dots produced on the InSh(110) surface. Two quantum
dots were produced on a perfect InSb surface by placing the tip over each dot
region for = 102 seconds. The dots are = 30 A and = 50 A in diameter.
Individual In atoms can also be observed in the image. The sample was biased

+0.5 V and the tunneling current was 120 pA. The data were not filtered.



STM image showing the surface topography before (a) and after (b) (c) the
nano-fabrication. The sample bias is 0.3 V (a) (b) and -0.3 V (c).
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A theory of deep impurity levels in superlauices is outlined. and applied 10 ZnSe/Zn, sMn <S¢ with the substitutional dopant
Ga,. Ga is predicied 10 undergo a shallow-deep transition as a function of x in bulk Zn;_ Mn Sec. and so Ga dopes ZnSe n-type
but prevents Zn, Mny Se from being doped n-type even by modulation doping. In.ZnSe/ZnyMny ;Se superlattices, the hand
edges are guite sensitive to changes in the laver thicknesses, but the deep levels are not. As a result, shallow-deep transitions as
functions of layer thickness are predicted to occur. The physics of shallow~deep transitions in superlattices is elucidated. and its

relevance to the [1-VI doping problem is discussed.

1. Introduction

Every s- and P-bonded substitutional impurity
in a semiconductor produces four “deep” levels
that lie near or in the fundamental band gap of
the host. These levels are due 10 the central-cell
defect potential, and may all lie resonant with the
host bands. in which case the impurity is termed
*shallow.” Or at least one of these levels may lie
within the gap. .in which case the impurty is
*deep” [1]. Normally one such deep level is A~
symmetric or s-like and three are p-like (and pos-
sibly degenerate, depending on the site symmetry).

2. Shallow--deep transitions

In a very crude (but instructive} approximation
{2]. the deep levels are insensitive to changes of the
host composition. atomic ordering (e.g.. super-
lattice versus random alloy). or pressure, and re-
tain their absolute energies. In contrast, the con-
duction and valence band edges are sensitive 0
such changes, and so it is rather common that a
band edge passes through a deep level. changing
the character of the impurnty from shallow to
deep. This is believed to be the case [3] for Si,, ..

{Si on a cation site) in Al Ga,_,As: for x <02

the A -svmmetric deep level lies in the conduction

00239-6028,790,/503.50 & Elsevier Science Publishers BV,
{North-Holland) S

band. making Si a shallew donor: ‘but for x> 0.3
the deep level is in the fundamental band gap.
allowing the Si atom to trap an extra electron
rather than donate one 1o the conduction band.
rendering the material semi-insulating rather than
n-type [3}. This shallow-deep transition is particu-
larly interesting in superlattices. where the band
edges are sensistive to the choice of iaver thick-

.ness. but the deep levels are not [2].

3. Shallow~deep transitions in supcriattices

One example of such a transition is the Ga,,
impurity near the center of a ZnSe laver in a
ZnSe/Zn, Mny Se [001) superlattice. This im-
purity is a shallow donor. with its A,-symmetric
deep level in the conduction band. for thick ZnSe
lavers. Fig. 1 illustrates how the conduction band
edge of 2 N x 13 superiattice passes through the
Ga deep level as N decreases from N =10 to
N =1 (a single laver of ZnSe). In the thin super-
lattices (for N < 3, according to the theory {2.4])

“the superlatlice’s conduction band edge lies above

the deep level; and Ga becomes a deep impurity:
the extra electron (relative to Zn) of neutral Ga is
trapped in the deep level. which can also trap an
additional election of opposite spin. For thick
ZnSe lavers (& 2 3). the extra dectron of neutral
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ZnSe :‘ZnéosMnu_E‘Se {001) Superlattice
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a0 g e |
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8
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w

(2] -

Deep Trap
(a)

Shallow Level
{t

Fig. 1. Well-center Gayz, A; deep levels in (a) thin (1 X 10) and in (b) thick (10 x 10) quantum well ZnSe/ZnMngSe {001]

superlattices. The thick solid lines are the band edges of ZnSe and Zng 4MngSe bulk semiconductors respectively. The dashed lines

are the superlattice band edges. The short solid lines are the Gay, deep levels. The Gagy, deep level is above the superlatiice

conduction band edge in a 10 X 10 superlattice and is in the gap of a 1 X 10 superlatiice. The extra valence electron in the Gag,

resonant deep level will fall 10 the conduction band edge in the 10 10 superlattice. while in the 1 X 10 superlattice the exira electron
will occupy the deep level which can also trap another electron of opposite spin.

Ga spills out of the deep level (which lies above
the superlattice’s conduction band edge) and the
Ga is autoionized. creating a long-ranged Coulomb
potential which binds the electron at zero temper-
ature in a shallow donor level.

Fig. 2 illustrates how the Ga deep level, the
conduction band minimum (CBM), the wvalence
band maximum (VBM), and the shallow leve! are
predicted to vary with ZnSe layer thickness N in
an N X 10 ZnSe/ZngsMng(Se superlattice. The
predictions use an empirical tight-binding Ham-
iltonian [5,6] together with the Green's function
method [1].

This behavior of the Ga deep level as a func-
tion of layer thickness N is similar to thai found
as a function of allov composition x in Zn,_,-
Mn Se: for x > 0.1 the Ga deep level lies in the
band gap. not in the conduction hand and traps
electrons rather than donating them. This meiins

that doping of Zn,_,Mn,Se for x> 0.1 with Ga '

shouid produce semi-insulating rather than n-type
material, which appears 1o be the case experimen-

tadly [7). Even modulation doping of Zn, _ Mn Se

with Gu will not produce n-type material for
x> 0.1, because Ga is a deep trap in both lavers
of a Zn,_ Mn, Se/Zn,_,Mn Se superlmuce for
y>x>01.

- Fig. 3 illustrates the predicted dependence on

alloy composition x of the levels of 2 Ga,, impur-

ity in the ZnSe layer of a 1 X 10 ZnSe/Zn,._,-
Mn,Se superlattice. For x =0, the superlattice
reduces to bulk ZnSe. and Ga has a shallow
hvdrogenic ground state donor level slightly below
the conduction band minimum, which provides
n-'ype doping. The Ga deep level lies above the
conduction band minimum. As the alloy composi-
tion x of the ZnSe/Zn, . Mn Se superlattice in-
creases, the band gap opens up and the conduc-
tion band edge (measured with respect to the
valence band maximum) moves 1o higher energy
until. near x = 0.4, the band edge passes through
the deep level. For x> 0.4, the stable ground stuie
of the neutral Ga impuriy in the 1 X 10
ZnSe/Zn, . Mn Se superlattice has the deep level
occupied by one electron. This deep level can trap
a second electron of opposite spin, and so it
removes électrons from the conduction band.-
making the material semi-insulating rather than
n-type.

Shallow-deep transitions can occur when the
valence band edge passes through a decp level,
much the same as when a conduction band edge
does. The valénce-band shallow-deep transitions
normally have a4 much more dramatic effect on the
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Gagp, in (ZnSe), ! {Zn,,Mn,  Se},, Superlatlice

Shallow-Deep Transition

L8y
TRANSITION

Deep Leve!

3.0 b A

[o1:] ]
Oeep Trap

Shatlow Level

2.5 ¢

Eneigy (eV)
Y
Y
MS
\'%

o VBM

Y. 3 —

0.5
0 2 4 & ] w0 12

ZnSe Layer Thickness N
Fig. 2. Dependence of deep levels and superlattice band edges

on ZnSe layer thickness .V {(number of ZnSe molecules thick)

for ¥ X10 ZnSe/Zng¢MngsSe superlattices. The thick lines
are the superlattice conduction band (CBM) and valence band
{VBM) edges respectively. The top of the ZnSe valence band
(without strain) is taken to be the zero of energy. The ‘thin solid

fine"is the predicted well-center Gag, A, deep level. The.

shallow level, which follows the conduction band edge, is
dJepicted by a dashed line. A shallow-deep transition is predic-
ted to occur around N =3,

doping character of a material, however, because
they invariably involve p-like deep levels capable
of containing six electrons (whereas the conduc-
tion-band shallow-deep transitions normally in-
volve A,-symmetric levels capable of trapping only
two electrons).

We believe that such shallow-~deep transitions
are responsible for the different doping characters
[8.9] of ZnSe {(which can be easily doped n-type
but not p-type) and ZnTe (which can be doped
p-type): deep levels that lie in the gap of ZnSe and
trap holes instead lie below the valence band
maximum in ZnTe and donate holes. Clearly one
way to enhance the p-type dopability of a 1[-VI
semiconductor is to manipulate the semiconduc-
tor'’s valence band maximum, moving it up in
energy until it covers the deep hole traps. For
example, the p-dopability of CdTe can be im-
proved [10] by fabricating a CdTe/ZnTe strained-
laver superlattice. In this case the strain splits the

Dependence on x

Ga,, in {2ZnSe),/ (Zn, ,Mn, Se},, Superlatlice

Deep Trap

32

39} Deep *Leve!

L
3.0 FConduclion o
Band Edge 7%

20\ o
28

Energy (eV)

Shaliow Leva!
27}

26 ¢

25 ; :
0.0 02 o4 085

X
Fig. 3. Predicted dependence on Mn concentration x of the

. Gag, deep level, and the shallow donor level in 1x10

ZnSe/Zn; _  Mn, 8¢ [001] superlauices. The Gay, A, decp

level is resonant with the conduction band when x < 0.4 (mak-

ing Ga 2 shallow donor impurity), and is & deep trap occupied
by the extra electron for x > 0.4,

2.0~
. ,"
7
1.5 vl . s
o .
= .
A p -
& =
g 0.0—T oy SO
ui rs /\ /\
A}
0.5~
1.0~
3l /\ /\
l.s-—— ‘c

{a) (b}

Fig. 4. Schematic energy band structure (energy in ¢V versus
wave vector) -of CdTe, illustrating how strain qualtatively
changes the valence hand level structure with respect to the
deep level energy and covers the deep level. (23 The bulk
semiconductor with u deep hole trap 21 also contains at least
one hole} within 0.2 eV of the valznce band edge. The I'» and
I’y bands are p-like bands thal are spli due 10 the large
spin-orbit interaciion in CdTe. «b) A 2% 4 superlatuce has an
internal strain that further splits the valence band ond covers
up the deep level, autoionizing the hole.
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valence band maximum of the CdTe and covers
up deep hole traps in the gap slightly above the
valence band maximum (fig. 4). A more complete
discussion of this p-doping problem will be pub-
jished elsewhere [11].

4. Summary

The physics of shallow-deep transitions plays a
major role in determining the doping properties of
[1-V1 semiconduciors. Band edges pass through
deep levels and change the doping character of the
impurity from n-type (donor) to semi-insulating
{(trap} or from p-type {acceptor} to semi-insulat-
ing. We believe that by better understanding and
using these shallow-deep transitions, it will be
possible 10 circumvent many of the doping prob-
lems that currently plague 11-VI semiconductors.
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The clean InSb(110) surface was imaged in ultrahigh vacuum with scanning tunneling
microscopy. A- 1X 1 surface structure was observed. A super-periodicity consistent with a
c{4 X 6) reconstruction was also observed on some regions of some cleaved surfaces, and appears
to be cleavage dependent. The InSb(110) surface can easily be altered by the tunneling process 10
produce nanoscopic dots on the surface as small as 9 A radius.

I. INTRODUCTION

Scanning tunneling microscopy (STM) presents the oppor-
tunity not only to image a semiconductor surface on the
atomic scale' but also to controllably manipulate the surface
atoms.” In this paper we present some of the first atom-re-
solved STM images of cleaved InSb(110) taken in ultrahigh
vacuum (UHV).** We observed the expected 1X 1 struc-
ture similar to GaAs(110).* In addition we also observed a
new surface structure on some regions or domains of the
surface. This new structure is consistent with a c(4 X 6) re-
construction. Furthermore, we found that the InSb(110)
surface is very sensitive to disruption by the tunneling pro-
cess, a fact that allowed us to controllably produce nanosco-
pic dots on the surface.

. EXPERIMENTAL

For these studies we used a Pachyderm-4 UHYV scanning
tunneling microscope® which incorporates a demountable
sample holder capable of holding six samples at one time.
This microscope has unusual vibrational immunity because
it was sculpted, almost in its entirety, from a single block of
stainless steel. The microscope head was bolted directly onto
the vacuum flange, and all the vibration isolation was done
exterior to the vacuum chamber. Individual samples were n-
type single crystal bars purchased from Sumitomu, which
were 5 mm long with a 1X3 mm?(110) surface cross sec-
tion. Samples were cleaved and imaged in a vacuum of order
~10~"" Torr. The cleaved (110) surfaces were typically
mirror-like and flat, with few visible macroscopic steps. For
al! the pictures shown in this paper the cleavage direction
was from the bottom left corner of a picture to the top right
corner. Since the samples were cantilevered, the cleavage
knife never contacted the cleaved surface because the sam-
ples always cleaved where the samples were fastened to the
sample holder and not where the knife contacted them. The
W tips of the STM were electrochemically etched in NaOH
solution followed by ultrasonic cleaning in deionized water.
No further tip cleaning procedures were performed in vacu-
um. These tips, almost without fail, gave atomic-resolution
images. Typical scan rates were about 500 A/s with a cur-
rent of about 100 pA.
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1Il. RESULTS AND DISCUSSION
A. Surface structure of cleaved InSb( 110)

On the InSb(110) surface we observed the expected 1 X 1
surface structure similar to GaAs(110). Large defect-free or
nearly defect-free regions of this structure were frequently
observed. A typical example of such an area (150X 150 A?)
isshown in Fig. 1, where the white features are individual In-
derived states (sample biased + 0.2 V). Sb-derived states
{golden features) were observed under negative sample bias
( —0.2V) as shown in Fig. 2 (35X 35 A?). The spacing of
the observed 1 X 1 unit cell is in agreement with the accepted
lattice constants of 6,5 4.6 A.

Inaddition to the 1 X 1 structure we also observed a super-
periodicity on some regions of the InSb(110) surface for
some cleaves. This super-periodicity consisted of rows
spaced 19 A apart and inclined approximately 45° with re-
spect to the In or Sb rows. An example of this super-periodic-
ity is shown in Fig. 3 where two sets of rows can be observed:
one vertical, closely spaced set and another diagonal, widely
spaced set. The more closely spaced rows have a 6.5 A spac-
ing consistent with the In-8b zig-zag chain spacing. We
have taken precautions to guarantee that the super-periodic-
ity is not an artifact or due to noise, such as 60 Hz pickup:
The row spacing and relative orientation did not change with
scan parameters such as the scan rate or with the scan direc-
tion. For example, changing the scan rate by a factc: of more
than 2 caused no change in the row spacings or their relative
angles, and halfing the scan range while keeping the scan
rate constant caused the row spacing.in a picture to scale
with the range. Furthermore, when we changed the tip scan
direction by 20° to 90°, the STM pictures rotated by the given
angle—leaving the row spacings and angles unchanged. This
behavior indicates t}.at the rows are the result of a real sur-
face structure and not an artifact of the measurement.
artifact of the measurement.

When we observed the super-periodic structure, it fre-
quently extended over regions greater than 1000 A square
and appeared to cover a nonnegligible fract*on of the surface
{perhaps 1022 or more). This fraction. however, was difli-
cult to quantify because of the relatively narrow ficid of view
of the STM. The super-periodic structure was observed for
only about 25% of the cleaves-—which suggests that it may
be cleavage dependent. When we observed the super-period-
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Fi1G. 1. STM image of the InSb(110) surioce showing a large defect-free region. The surface was imaged at + 0.2 V sample bias with 120 pA tunneling

current. The area shown is 150X 150 A. The white features are In-derived states. :
. s 1

ic structure, the widely spaced rows were aiways parallel to  tive angle between these rows and the In or Sb rows is abow
the cleavage direction to within about + 1, 45°. If we assume the super-periodic structure iy commensur-

The STM results indicate that tne large-distance row  ate with the In-Sb chains, then the data are ¢ -:sistent witha
spacing of this super-periodic structure is 19 A and the rela- c(4X6) reconstructicn of the surface. A ¢/4»6) recon-
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- {2) STM image of cleaved InSh(110) surface showing two pcnodzcmec The vertical rows are the “normal” 1% 1 In-Sb rows, the diagonal rows are

the super-pericd. structure with rows 19 A apart. The range was 95 X 95 A% the sample bias was -+ 0.3 V; the scan rate was 500 A/s. (1) The super-periodic
stru.ture wa: zlso observed under negative sumple bias. The range was 190X 190 A’ the sample bias was — 0.3 V; the scan rate was 600 Als.

Structxon ~ouid produce a row structure W|th a row spacing
of 1§ s with rows inclined 47" with respect to the In-Sb
chains A c(4 X 6) lattice illustri. g this is shown in Fig. 4
whore - uratoms p v lattice poin are colored blach. Tuese
colore . wioms forn rows spaced 19 A at an angle of 47 wii!
respe, 10 the 110} diraciion. These colored atoms May
have a different electronic siructure & cause of, perhaps, di-
merizate: with neighboriz. atom:: ¢ dimer density wave,
Thractuws details and micl unisa- for 1 reconst uctjon are
1 tully enderstoed at prosent. The $7ad results do cuggest
B v, that some regions of the 1: . surface reconstruct
with u ¢(4 ¥ & reconstruction. C’.i‘\ ations ave prosontly
under way to 2lucidate the physica ana stabibiry of thy- -con-
struction. Clearly additional exp-rimentation and {' zoreti-
cal wori arc needed to further vioity and undersitnd this
recorstructisn.

Toe our ke swledge this is the 1 o f‘\hs.er\'ation ol a new
reconsts (¢tion on the cleaved InSbey o it surface. Interest-
ingly enough, though. Lapern zal‘ s~ aerved cleavage de-
pen it piactoemiss n anomalies or cleaved GaAs(1'0)7
amd siens : anomalics on 1aSh ™ Perhaps these anomalies are
srsoviad od with a cleavage-related reconstruction such as the
v reported here

The (111 sarfuce of GaAs is une of the b2st understood
compeund renaonductor surfuo s, and theere is a school of
thought that otir - zincbiende -miconductors have the

same surface relaxation geometry as GaAs."” although this
Jatter viewpoint is certainly controversial.'® Therefore, the
observation on InSh{110) of a novel structure unknown in
the physics of GuAs is unanticrmated and sugyes's that the
zincblence surfaces have a ricier and nwore var . physics
than once thought.

The image of the c(4 X 6) strmture appears 1¢- be noisier
than the 1 X | structure images. We specilate thut this may
be due to *“softer” force cons:::nts on the metastable ¢ (4 X 6)
surfuce, and interactions between the STA tip and the sur-

“face: as the tip passes over th: surface, the surfzce atoms

mave,

E. Fabrication of nanoscopic dots

Being able to madify surfaces on a nanometer scale using
the tip-surface interaction is another valuable feature of
STMs. Liccker et /. demonstrat~d tha single atoms could be
manipuiated on the Ge(111) surface with a single voltage

ir'er and Sachweizer were whle to posiiion individ-
-atoras on the *i surface.” A nuriber of auinors'* have
arious surfaces on the nosometer seule using
varivas methiods such as tip crashes, voliage pulses, and locat
heating it i1, liquids, and vacut .. H. ¢ we show ¢ at nan-
osco; ic dots can be fabricated i LTHV 0w the Incd(110)
surface.

!’>'J5.‘
ual ).
i naneds
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F1G. 4. A model of the ¢(4X6) surface structure. The small open and
shaded circles are In and Sb atoms. The lurge black circles form rows 19 A
apart which have an angle of'43 deg with respect to the [00]] direction. The
dashed lines form a surface unit cell of ¢(4 X 6) symmetry.

Unlike Si surfaces and other surfaces that we have stud-
ied,'>'* the InSb(110) surface could easily be altered by the
tunneling process. We found that placing the tip over the
same spot on the surfice for about 2 min (without scanning)
frequently produced a hole or dot under the tin for smali
tunneling currents and voltages (tunneling current about
100 pA, basis voltage a few tenths of a volt). An example of

two such holes i;; shown in Fig. 5. Before positioning the tip

over each hole urca the surface was perfect with no holes or
defects. After successively positioning the tip over each hole
area for about 2 m.in. two nanoscopic dots were formed. The
resulting dots had a radius of 15-25 A and were one to two
atomic Javers deep. The dots were not the result of tip
crashes since there was no evidence of a tip crash in the
tunneling current. Furthermore, our microscope has unu-
sual vibrarional isolation stability and we have never ob-
served an unintentional tip crash while tunneling over flat
surfaces of other materials.'™

For writing paticrrs on the surface, one could use the tip
asa dot-maker of a dot-matrix printer. It would be desirable,
however, ta he able to write on the surface while the tip is
scanned. This would allow, for example, a continuous Jine or
script pattern to be written on the surface. To this end we
found tiat it is possible with low scan rates to producc nan-

J. Vaz, Sci. Technol. B, Vol. 9, No. 2, Mar/Apr 1991

Fi6G. 5. Two nanoscopic dots were produced on a perfect InSb(110) surface
by placing the tip over each region for abcut 2 min. The nanoscopic’ dots

" have radii of ~ 15 and 25 A. Individual In-derived states can also be ab-

served in the image. The sample was biased + 0.5 V and the tunneling
current was 120 pA. ’

oscopic holes on the InSb(110) surface while the tip is
scanned. In Fig. 6 we show an example of a small dot which
was formed by slowly scanning (200 A/s) over a small -
25 25 A area of the surface. This process produced a nanos-
copic dot over nearly the entire scan range after two repeated
scans. The resulting dot is shown in Fig. 6 and has a radius of
about 9 A.

ol
«
.-
*
v

F1ei. 6. A singic nanoscopic dot was fubricated on the InSi 1 110) suzfjscc by
slowly scanning (200 A/s) the dot region. The radius of the dot is 9 A. The
sample bias wus 0.2 V and the tunnel currens was 100 pA.
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These results demonstrate that angstrom-scale STM lith-
ography on InSb(110) surfaces will be fearible allowing,
perhaps, complicated patterns to be rabricated on this sur-
face. ‘

IV. CONCLUSIONS

We obtained some of the first atom-resolved STM images.
on the cleaved InSb{ ! 10) surface in UHV. We observed the
expected 1X 1 structure on this surface which is similar to
that of GaAs. 1n addition we observed z new super-periodic
structure which zonsisted of rows 1¢ A anirt rotated 47°
with respret to the In-Sb chains. This structure is consistent

with a ¢(4 X 6) reconstruction Furthermore, we found that

the InSb(110) surface is easily disturbed by the tunneling
process. Holding the tip fixed over the same 2z of the sur-
face or slowly scanning the ip over & region ~{ the si-+face
freqe-ntly al*ers the surface by producing a hole. Using thi
technique. we have heen able 10 produce nanoscopic dots as
small as 9 A radius. Efforts are unde1 way to write angstrom-
scale words on the InSb(110) surface.
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